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NEW IDEAS FOR

RESOLUTION OF SINGULARITIES

IN ARBITRARY CHARACTERISTIC

TOHSUKE URABE

Dedicated to Heisuke Hironaka and Shreeram S. Abhyankar

Abstract. Let k be any algebraically closed field in any characteristic, let R
be any regular local ring such that R contains k as a subring, the residue field
of R is isomorphic to k as k-algebras and dimR ≥ 1, let P be any parameter
system of R and let z ∈ P . We consider any φ ∈ R with φ 6= 0.

In our main theorem we assume several conditions depending on P , z and
Newton polyhedrons. By our assumptions the normal fan Σ of the Newton
polyhedron Γ+(P, φ) of φ over P has simple structure and we can make a
special regular subdivision Σ∗ of Σ called an upward subdivision, starting from
a regular cone with dimension equal to dimR and repeating star subdivisions
with center in a regular cone of dimension two. Let X and σ : X → Spec(R)
denote the toric variety over Spec(R) and the toric morphism associated with
Σ∗. X is irreducible and smooth and σ is a composition of finite blowing-ups
with center in a closed irreducible smooth subscheme of codimension two. We
consider any closed point a ∈ X such that σ(a) is the unique closed point of
Spec(R), the local ring OX,a of X at a and the morphism σ∗ : R → OX,a

of local k-algebras induced by σ. We show that our numerical invariant of
σ∗(φ) ∈ OX,a measuring the badness of the singularity is strictly less than the
same invariant of φ ∈ R and the singularity φ is strictly improved by σ.

We notice that this result opens a way toward the theory of resolution of
singularities in arbitrary characteristic. We add several submain theorems to
make bridges toward it and to show that our assumptions of the main theorem
are not strong.

By these results we can show that in a mathematical game with two players
A and B related to the resolution of singularities of φ, the player A can always
win the game after finite steps. It follows “the local uniformization theorem
in arbitrary characteristic and in arbitrary dimension”.

1. Introduction

For any local ring S we denote the unique maximal ideal of S by M(S) and the
set of invertible elements of S by S×. We have S = M(S) ∪ S×,M(S) ∩ S× = ∅,
M(S) ∈ Spec(S) andM(S) is the unique closed point of the affine scheme Spec(S).
For any noetherian local ring S, we denote the completion of S by Sc. Sc is a
noetherian local ring containing S as a local subring. Let Z0 and Z+ denote the
set of non-negative integers and the set of positive integers respectively.
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Let k be any algebraically closed field in any characteristic, and let R be any
regular local ring such that it contains k as a subring, the residue field R/M(R)
of R is isomorphic to k as k-algebras, R is a localization of a finitely generated
k-algebra and dimR ≥ 1.

For any ψ ∈ Rc with ψ 6= 0 and any parameter system Q of Rc by Γ+(Q,ψ) we
denote the Newton polyhedron of ψ over Q.

Let P be any parameter system of R and let z ∈ P be any element. P is also a
parameter system of Rc. By R′ we denote the localization of the k-subalgebra of
R generated by P − {z} by its maximal ideal generated by P − {z}. The ring R′

is a local k-subalgebra of R, it is a regular local ring of dimension dimR − 1, and
P − {z} is a parameter system of R′.

Consider any φ ∈ R with φ 6= 0.
If the Newton polyhedron Γ+(P, φ) is non-degenerate, then we can construct

explicitly an embedded resolution of the singularity φ corresponding to any regular
subdivision of the normal fan of Γ+(P, φ) using the toric theory (Khovanskii [20],
Oka [23], Cox [7], Fulton [8], Kempf et al. [19].). We can give resolution of the sin-
gularity φ explicitly even if the characteristic of k is positive under the assumption
of non-degeneracy.

In this article we consider the case where the Newton polyhedron Γ+(P, φ) is
not necessarily non-degenerate using the toric theory and Γ+(P, φ).

Since R is a UFD, we have an invertible element u ∈ R×, a finite set Ω of
irreducible elements of R and a mapping a : Ω → Z+ satisfying φ = u

∏
ω∈Ω ω

a(ω).
We take any u,Ω and a satisfying these conditions. Let

Ξ = {ω ∈ Ω|∂ω/∂w ∈M(Rc), and any x ∈ P − {z} does not divide ω}.

We say that an element ψ ∈ R is a main factor of the triplet (P, z, φ), or a
z-main factor over P of φ, if ψ = v

∏
ω∈Ξ ω

a(ω) for some v ∈ R×. Since R is a
UFD, the condition that ψ ∈ R is a main factor of (P, z, φ) does not depend of the
choice of u,Ω and a we used for the definition.

If both ψ ∈ R and ψ′ ∈ R are main factors of (P, z, φ), then ψ = uψ′ for some
u ∈ R× and Γ+(P, ψ) = Γ+(P, ψ

′).

Any element ω ∈ Rc satisfying ω = zh+
∑h−1
i=0 ω

′(i)zi for some h ∈ Z0 and some
mapping ω′ : {0, 1, . . . , h− 1} → M(R′c) is called a z-Weierstrass polynomial over
P , and the non-negative integer h is called the degree of φ.

Below, we defne and use concepts of z-Weierstrass type, z-simple and z-removable
face for Γ+(P, φ) and numerical invariants inv(P, z, φ) and inv2(P, z, φ). (In Sec-
tion 2 we define them again in more general situation.)

By definition, Γ+(P, φ) is of z-Weierstrass type, if and only if, we can write
uniquely φ = u

∏
x∈P−{z} x

a(x)ω for some u ∈ Rc×, some mapping a : P−{z} → Z0

and some z-Weierstrass polynomial ω ∈ Rc over P .
We consider the case where Γ+(P, φ) is of z-Weierstrass type. Note that if the z-

Weierstrass polynomial ω just above has degree h, then Γ+(P, φ) has a typical vertex
corresponding to the monomial (

∏
x∈P−{z} x

a(x))zh, which we call the z-top vertex

of Γ+(P, φ). We say that Γ+(P, φ) is z-simple, if Γ+(P, φ) is of z-Weierstrass type
and moreover, any compact face of Γ+(P, φ) has dimension 1 or 0. If dimR ≤ 2,
then Γ+(P, φ) is necessarily z-simple.

Let ψ ∈ R be a main factor of (P, z, φ). It is easy to see that Γ+(P, ψ) is also of
z-Weierstrass type and the z-top vertex of Γ+(P, ψ) corresponds to the monomial
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zk for some k ∈ Z0 with k ≤ h. We define inv(P, z, φ) = k, since k ∈ Z0 does
not depend on the choice of a main factor ψ of (P, z, φ). The non-negative integer
inv(P, z, φ) is the main numerical invariant measuring the badness of the singularity
φ in our theory. inv(P, z, φ) 6= 1. inv(P, z, φ) = 0, if and only if, φ is a product of an
invertible element of R, elements in P − {z} admitting non-negative multiplicities,
and some elements ω of M(R) of order one with ∂ω/∂z ∈ R× admitting positive
multiplicities.

Consider the case where Γ+(P, φ) is of z-Weierstrass type and any x ∈ P − {z}
does not divide φ. In this case the z-top vertex Vz of Γ+(P, φ) corresponds to the
monomial zh for some h ∈ Z0. Consider any face F of Γ+(P, φ). We say that F
is z-removable, if F contains the z-top vertex Vz , F contains a vertex of Γ+(P, φ)
corresponding to a monomial in a form

∏
x∈P−{z} x

b(x)zk with k < h and after

some coordinate change sending x to x itself for any x ∈ P − {z} and sending z
to z + χ for some χ ∈M(R′c), F becomes containing no vertex corresponding to a
monomial in a form

∏
x∈P−{z} x

b(x)zk with k < h.

Instead of non-degeneracy, we assume that Γ+(P, φ) is z-simple, and the Newton
polyhedron over P of the main factor of φ has no z-removable faces. (Our assump-
tions depend on the element z of P . We can gradually understand that they are
necessary and not strong.) Since Γ+(P, φ) is z-simple, the normal fan Σ of Γ+(P, φ)
has simple structure. Note that the support |Σ| of Σ is a regular cone with dimen-
sion equal to dimR. Starting from the fan F(|Σ|) consisting of |Σ| and its faces
and repeating star subdivisions with center in a regular cone of dimension two, we
construct most effectively a special regular subdivision Σ∗ of Σ with |Σ∗| = |Σ|,
which we call an upward subdivision of Σ. Let X and σ : X → Spec(R) denote the
toric variety over Spec(R) and the toric morphism associated with Σ∗. Note that
the scheme X is separated, irreducible, smooth and of finite type over Spec(R),
and the morphism σ is a composition of finite blowing-ups with center in a closed
irreducible smooth subscheme of codimension two.

In our main theorem, Theorem 4.1 we show that the singularity φ is improved by
the morphism σ. Theorem 4.1 has two conclusions. The first conclusion treats the
case of inv(P, z, φ) > 0. It claims that at any closed point a ∈ X with σ(a) =M(R)
there exists a parameter system P̄ of OX,a of the local ring ofX at a and an element
z̄ ∈ P̄ such that if we consider the injective homomorphism of local k-algebras
σ∗ : R → OX,a from R to OX,a induced by σ, then σ∗(x) has normal crossings over
P̄ for any x ∈ P , the Newton polyhedron Γ+(P̄ , σ

∗(φ)) is of z̄-Weierstrass type,
and inv(P̄ , z̄, σ∗(φ)) < inv(P, z, φ).

Since inv(P̂ , ẑ, σ∗(φ)) < inv(P, z, φ), we can claim that any hypersurface singu-
larity can be improved by a composition of finite blowing-ups which we can describe
explicitly associated with the Newton polyhedron of φ, if we assume several condi-
tions related to Newton polyhedrons.

We will explain the second conclusion treating the case inv(P, z, φ) = 0 later.
Now, notice that this result opens a way toward the theory of resolution of sin-

gularities in arbitrary characteristic, since it holds even if the characteristic of the
ground field k is positive, inv(P, z, φ) is a very explicit invariant measuring the
badness of a singularity φ, and it strictly decreases under a composition of finite
blowing-ups. Contrary, the key concept in Hironaka’s resolution theory in charac-
teristic zero is the maximal contact and it is not effective in positive characteristic
cases. (Hironaka [15], [14], [12](II, Chapter III, sections 7-10), Giraud [10], [9],
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Hauser [11].) Besides, it is known that there exist metastatic singularities (Hiron-
aka’s terminology in Hironaka [18]) or wild singularities (Hauser’s terminology in
Hauser [11]) in the case of positive characteristic. For these singularities in positive
characteristic case, under some blowing-ups, there appears a point in the inverse
image of the singular point under consideration such that the invariant measuring
the badness of a singularity increases, when we try to follow the analogy of Hiron-
aka’s resolution theory in characteristic zero. To overcome this phenomenon some
programs for resolution of singularities in characteristic positive may become very
complicated.

Contrary to that the composition of blowing-ups is explicitely given associated
with the Newton polyhedron of the singularity in our theory, it is very hard to give
it explicitely in Hironaka’s theory.

We add several submain theorems in order to make bridges to the resolution
theory in arbitrary characteristic and to show that our assumptions of the main
theorem are not strong.

We continue to consider the above situation concerning a ∈ X , R, σ∗(φ), P̄ and
z̄. Γ+(P̄ , σ

∗(φ)) is of z̄-Weierstrass type, and inv(P̄ , z̄, σ∗(φ)) < inv(P, z, φ). If the
Newton polyhedron over P̄ of the main factor of (P̄ , z̄, σ∗(φ)) has no z̄-removable
faces, the Newton polyhedron Γ+(P̄ , σ

∗(φ)) is z̄-simple, and inv(P̄ , z̄, σ∗(φ)) > 0,
then we can apply the first conclusion of our main theorem again after replacing
the quadruplet (R,P, z, φ) by (OX,a, P̄ , z̄, σ

∗(φ)) and we can make inv(P̄ , z̄, σ∗(φ))
further smaller. However, these assumptions are not necessarily satisfied. Our
submain theorem Theorem 4.4 claims that we can make these assumptions satisfied
after some blowing-ups. However, for Theorem 4.4 another induction assumption
on dimR is necessary.

Note here that R′ is a local k-subalgebra of R and dimR′ = dimR− 1 < dimR,
and any φ′ ∈ R′ with φ′ 6= 0 has normal crossings over P − {z} if dimR ≤ 2.
Therefore, we decide that we use induction on dimR, and we can assume the
following claim (∗):

(∗) For any φ′ ∈ R′ with φ′ 6= 0, there exists a composition σ′ : X ′ → Spec(R′)
of finite blowing-ups with center in a closed irreducible smooth subscheme
such that the divisor on X ′ defined by the pull-back σ′∗(φ′) ∈ OX′(X ′) of
φ′ by σ′ has normal crossings.

Claim (∗) is true, if dimR ≤ 2.
Let σ′ : X ′ → Spec(R′) be any composition of finite blowing-ups with centers in

closed irreducible smooth subschemes. The scheme X ′ is smooth. We consider a
morphism Spec(R) → Spec(R′) induced by the inclusion ring homomorphism R′ →
R, the product scheme X = X ′×Spec(R′) Spec(R), the projection σ : X → Spec(R),
and the projection π : X → X ′. We know the following (Lemma 3.5.):

(1) The morphism σ is a composition of finite blowing-ups with center in a
closed irreducible smooth subscheme. The scheme X is smooth.

(2) Let Spec(R/zR) denote the prime divisor on Spec(R) defined by z ∈ R.
The pull-back σ∗Spec(R/zR) of Spec(R/zR) by σ is a smooth prime divisor
of X , and σ∗Spec(R/zR) ⊃ σ−1(M(R)).

(3) The projection π : X → X ′ induces an isomorphism σ∗Spec(R/zR) → X ′.
(4) For any closed point a ∈ X and any parameter system Q′ of the local ring

OX′,π(a) of X
′ at π(a), σ(a) =M(R) and {σ∗(z)} ∪ π∗(Q′) is a parameter

system of the local ring OX,a of X at a, where σ∗ : R → OX,a denotes the
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homomorphism of local k-algebras induced by σ and π∗ : OX′,π(a) → OX,a

denotes the homomorphism of local k-algebras induced by π.

We explain the conclusions of Theorem 4.4. We have three conclusions.
In the first conclusion, we assume the above (∗) and that Γ+(P, φ) is of z-

Weierstrass type, and inv(P, z, φ) > 0.
Then, there exists a composition σ′ : X ′ → Spec(R′) of finite blowing-ups with

center in a closed irreducible smooth subschemes with the following properties:
We consider the product scheme X = X ′ ×Spec(R′) Spec(R), the projection σ :
X → Spec(R) and the projection π : X → X ′. At any closed point a ∈ X with
σ(a) = M(R), there exists a parameter system Q̄ of OX′,π(a) with the following

properties. Let P̄ = {σ∗(z)} ∪ π∗(Q̄):

(1) σ′∗(x) has normal crossings over Q̄ for any x ∈ P − {z}.
(2) One of the following two conditions holds:

(a) inv(P̄ , σ∗(z), σ∗(φ)) = inv(P, z, φ) and there exists an element
z̄ ∈ M(OX,a) such that ∂z̄/∂σ∗(z) ∈ O×

X,a, P̄z̄ = {z̄} ∪ π∗(Q̄) is

a parameter system of OX,a, Γ+(P̄z̄ , σ
∗(φ)) is of z̄-Weierstrass type,

Γ+(P̄z̄, ψ̄) has no z̄-removable faces where ψ̄ ∈ OX,a denotes a main
factor of (P̄z̄ , z̄, σ

∗(φ)), and inv(P̄z̄ , z̄, σ
∗(φ)) = inv(P, z, φ).

(b) inv(P̄ , σ∗(z), σ∗(φ)) < inv(P, z, φ), and Γ+(P̄ , σ
∗(φ)) is of

σ∗(z)-Weierstrass type.

By the above first conclusion we can make our assumptions stronger.
In the second conclusion, we assume the above (∗) and that Γ+(P, φ) is of z-

Weierstrass type, Γ+(P, ψ) has no z-removable faces where ψ ∈ R denotes a main
factor of (P, z, φ), and inv(P, z, φ) > 0.

Then, there exists a composition σ′ : X ′ → Spec(R′) of finite blowing-ups with
center in a closed irreducible smooth subschemes with the following properties:
We consider the product scheme X = X ′ ×Spec(R′) Spec(R), the projection σ :
X → Spec(R) and the projection π : X → X ′. At any closed point a ∈ X with
σ(a) = M(R), there exists a parameter system Q̄ of OX′,π(a) with the following

properties. Let P̄ = {σ∗(z)} ∪ π∗(Q̄):

(1) σ′∗(x) has normal crossings over Q̄ for any x ∈ P − {z}.
(2) Γ+(P̄ , σ

∗(φ)) is σ∗(z)-simple.
(3) One of the following two conditions holds:

(a) inv(P̄ , σ∗(z), σ∗(φ)) = inv(P, z, φ), and Γ+(P̄ , ψ̄) has no σ
∗(z)-removable

faces where ψ̄ ∈ OX,a denotes a main factor of (P̄ , σ∗(z), σ∗(φ)).
(b) inv(P̄ , σ∗(z), σ∗(φ)) < inv(P, z, φ)

By the above second conclusion we can apply the first conclusion of our main
theorem Theorem 4.1 again.

We can apply above three claims repeatedly and replace the ring R, the param-
eter system P , the element z ∈ P and the non-zero element φ ∈ R repeatedly. We
know that after finite sequences of compositions of blowing-ups and replacements
of the quadruplet (R,P, z, φ) by (OX,a, P̄ , z̄, σ

∗(φ)), any non-zero φ ∈ R such that
Γ+(P, φ) is of z-Weierstrass type is reduced to a non-zero φ̄ ∈ R satisfying the same
condition and inv(P, z, φ̄) = 0.

Consider any element φ ∈ R such that φ 6= 0, Γ+(P, φ) is of z-Weierstrass type
and inv(P, z, φ) = 0.
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By definition φ is a product of an invertible element of R, elements in P − {z}
admitting non-negative multiplicities, and some elements ω of M(R) of order one
with ∂ω/∂z ∈ R× admitting positive multiplicities. Since R is a UFD, there exist
u ∈ R×, a mapping a : P − {z} → Z0, a finite subset Ω of M(R) and a mapping
b : Ω → Z+ satisfying the following three conditions:

(1) φ = u
∏
x∈P−{z} x

a(x)
∏
ω∈Ω ω

b(ω).

(2) For any ω ∈ Ω, ω is of order one and ∂ω/∂z ∈ R×.
(3) If ω = vω′ for some ω ∈ Ω, some ω′ ∈ Ω and some v ∈ R×, then v = 1 and

ω = ω′.

The number of elements ♯Ω ∈ Z0 in Ω does not depend on the choice of u, a,Ω, b
satisfying the above conditions. We define inv2(P, z, φ) = ♯Ω ∈ Z0.

If inv2(P, z, φ) ≤ 1, then φ has normal crossings.
We consider the case where φ does not have normal crossings. inv2(P, z, φ) ≥ 2.
It is easy to see that there exists z̄ ∈M(R) such that ∂z̄/∂z ∈ R× and z̄ divides

φ. If we take any element z̄ ∈M(R) satisfying these conditions and we replace the
pair (P, z) by ({z̄}∪ (P −{z}), z̄), then our element φ under consideration satisfies
the same assumptions as above and furthermore, z divides φ.

We apply the third conclusion of our submain theorem Theorem 4.4.
In the third conclusion, we assume the above (∗) and that Γ+(P, φ) is of z-

Weierstrass type, z divides φ, inv(P, z, φ) = 0, and inv2(P, z, φ) ≥ 2.
Then, there exists a composition σ′ : X ′ → Spec(R′) of finite blowing-ups with

center in a closed irreducible smooth subschemes with the following properties:
We consider the product scheme X = X ′ ×Spec(R′) Spec(R), the projection σ :
X → Spec(R) and the projection π : X → X ′. At any closed point a ∈ X with
σ(a) = M(R), there exists a parameter system Q̄ of OX′,π(a) with the following

properties. Let P̄ = {σ∗(z)} ∪ π∗(Q̄):

(1) σ′∗(x) has normal crossings over Q̄ for any x ∈ P − {z}.
(2) Γ+(P̄ , σ

∗(φ)) is σ∗(z)-simple.
(3) σ∗(z) divides σ∗(φ).
(4) inv(P̄ , σ∗(z), σ∗(φ)) = 0.
(5) inv2(P̄ , σ∗(z), σ∗(φ)) = inv2(P, z, φ) ≥ 2

By the above third conclusion of our submain theorem Theorem 4.4 we can make
our assumptions on φ further stronger. We can assume that Γ+(P, φ) is z-simple
and z divides φ.

We apply the second conclusion of our main theorem Theorem 4.1.
In the second conclusion, we assume that Γ+(P, φ) is z-simple, z divides φ,

inv(P, z, φ) = 0, and inv2(P, z, φ) ≥ 2.
We consider the normal fan Σ of Γ+(P, φ) and an upward subdivision of Σ∗ of

Σ. Let X and σ : X → Spec(R) denote the toric variety over Spec(R) and the toric
morphism associated with Σ∗.

Then, at any closed point a ∈ X with σ(a) = M(R) there exist a parameter
system P̄ and an element z̄ ∈ P̄ such that σ∗(x) has normal crossings over P̄ ,
Γ+(P̄ , σ

∗(φ)) is of z̄-Weiestrass type, inv(P̄ , z̄, σ∗(φ)) = 0 and inv2(P̄ , z̄, σ∗(φ)) <
inv2(P, z, φ).

Since inv2(P̄ , z̄, σ∗(φ)) < inv2(P, z, φ), singularity φ is improved by the mor-
phism σ.
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By the above claims, after finite sequences of compositions of blowing-ups and
replacements of a quadruplet, any non-zero φ ∈ R such that Γ+(P, φ) is of z-
Weierstrass type is reduced to a non-zero φ̄ ∈ R with normal crossings.

The assumption of z-Weierstrass type for Γ+(P, φ) may be strong. Lemma 4.5
shows that for any φ ∈ R with φ 6= 0 there exists a parameter system P̄ of R and
an element z̄ ∈ P̄ such that Γ+(P̄ , φ) is of z̄-Weierstrass type.

By the above claims, after finite sequences of compositions of blowing-ups and
replacements of a quadruplet, any non-zero φ ∈ R is reduced to a non-zero φ̄ ∈ R
with normal crossings.

Consider a mathematical game with two players A and B. At the start of the
game a pair (R, φ) of any regular local ring R with dimR ≥ 1 such that R contains
k as a subring, the residue field R/M(R) is isomorphic to k as k-algebras and R
is a localization of a finitely generated k-algebra, and any non-zero element φ ∈ R
is given. We play our game repeating the following step. Before the first step we
put (S, ψ) = (R, φ): At the start of each step, player A chooses a composition
σ : X → Spec(S) of finite blowing-ups with center in a closed irreducible smooth
subscheme. Then, player B chooses a closed point a ∈ X with σ(a) = M(S). We
have a morphism σ∗ : S → OX,a of local k-akgebras induced by σ. If the element
σ∗(ψ) ∈ OX,a has normal crossings, then the palyer A wins. Otherwise we proceed
to the next step after replacing the pair (S, ψ) by the pair (OX,a, σ

∗(ψ)).
Note that the pair (S, ψ) satisfies the same assumptions as (R, φ) throughout

the game. A similar game can be found in Spivakovsky [24].
By our results outlined above we can conclude that player A can always win

the game after finite steps for any R and any non-zero element φ ∈ R even if the
characteristic of the ground field k is positive. (Corollary 4.6.) It follows from
the valuation theory, “the local uniformization theorem in arbitrary characteristic
and in arbitrary dimension”. (Corollary 4.7, Zariski [26], Abhyankar [1], Zariski et
al. [27].)

The idea of watching the height of the z-top vertex of a Newton polyhedron of z-
Weierstrass type can be found in Hironaka [13] in low dimensional cases. However,
he did not manipulate higher dimensional cases, because he did not apply the toric
theory. See also Cossart et al. [6].

Some ideas in this article are inspired by the appendix of Abhyankar [2] and
Bogomolov [4].

We do not claim that the centers of blowing-ups are contained in the singular
locus of the subscheme to be resolved. It may be possible to improve our theorems
and to add stataments claiming that any smooth point of the hypersurface to be
resolved is not modified in our process of resolution.

The author expresses thanks to Herwig Hauser for valuable discussions with him
through e-mail.

We give proofs only to difficult parts of our claims. Most of our claims follow
from definitions.
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19 Proof of the main theorem
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The most important is “the hard height inequality” in Section 17. It depends
heavily on “the height inequality” in Section 16. In Sections 5-15 we develop exact
theory of convex sets.

2. Notations and basic concepts

We arrange notations and basic concepts related to Newton polyhedrons and
commutative rings.

By Z, Q, R and C we denote the ring of integers, the field of rational numbers,
the field of real numbers and the field of complex numbers respectively.

The following six notations are useful:

Z0 = {t ∈ Z|t ≥ 0}, Z+ = {t ∈ Z|t > 0},

Q0 = {t ∈ Q|t ≥ 0}, Q+ = {t ∈ Q|t > 0},

R0 = {t ∈ R|t ≥ 0}, R+ = {t ∈ R|t > 0}.
The set of all subset of a set Z is denoted by 2Z . The identity mapping of a set

Z is denoted by idZ : Z → Z. The number of elements of a finite set Z is denoted
by ♯Z.

The set of all mappings from a set X to a set Y is denoted by

map(X,Y ).

Let X be any set and let R be any ring. If Y is an abelian group (respectively, an
abelian semigroup, an R-module, a ring) , then the set map(X,Y ) has a natural
structure of an abelian group (respectively, an abelian semigroup, an R-module, a
ring). Let Z be a set and let Y be a subset of Z. Note that the inclusion mapping
Y → Z induces a injective mapping map(X,Y ) → map(X,Z). Using this injective
mapping we regard map(X,Y ) as a subset of map(X,Z). If Z is an abelian group
(respectively, an abelian semigroup, an R-module, a ring) and Y is a subgroup of
Z (respectively, a subsemigroup, an R-submodule, a subring), then map(X,Y ) is a
subgroup (respectively, a subsemigroup, an R-submodule, a subring) of map(X,Z).

Consider any abelian group Z.
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Let J be any finite set and let X : J → 2Z be any mapping. We define
∑

j∈J

X(j) = {z ∈ Z|z =
∑

j∈J

x(j) for some mapping x : J → Z satisfying

x(j) ∈ X(j) for any j ∈ J} ∈ 2Z .

Note that
∑

j∈J X(j) is a subset of Z,
∑

j∈J X(j) = {0} if J = ∅, and∑
j∈J X(j) =

∅, if and only if, J 6= ∅ and X(j) = ∅ for some j ∈ J .
We call

∑
j∈J X(j) the sum or the Minkowski sum of subsets X(j), j ∈ J .

For any r ∈ Z+ and for any mapping X : {1, 2, . . . r} → 2Z we also write

X(1) +X(2) + · · ·+X(r) =
∑

j∈{1,2,... r}

X(j).

We denote −X = {z ∈ Z|z = −x for some x ∈ X} for any subset X of Z.
Let X be any set, and let Y be any subset of Z with 0 ∈ Y . For any a ∈

map(X,Y ) we denote

supp(a) = {x ∈ X |a(x) 6= 0},
and we call supp(a) the support of a. It is a subset of X . We denote

map′(X,Y ) = {a ∈ map(X,Y )|supp(a) is a finite set.}.
map′(X,Y ) ⊂ map(X,Y ). If X is a finite set, we have map′(X,Y ) = map(X,Y ).

Let V be any vector space of finite dimension over R, and let X be any subset
of V .

The subset X is called convex, if X 6= ∅ and for any two different points x, y of
X , the segment {a ∈ V |a = (1 − t)x + ty for some t ∈ R with 0 ≤ t ≤ 1} joining
x and y is contained in X . It is called an affine space, if X 6= ∅ and for any two
different points x, y of X , the line {a ∈ V |a = (1 − t)x + ty ∈ R for some t ∈ R}
joining x and y is contained in X . It is called a cone, if 0 ∈ X and for any x ∈ X
and any t ∈ R0, we have tx ∈ X . It is called a convex cone, if 0 ∈ X and for any
x, y ∈ X and any t, u ∈ R0, we have tx + uy ∈ X . It is called a vector space over
R, or simply a vector space, if 0 ∈ X and for any x, y ∈ X and any t, u ∈ R, we
have tx+ uy ∈ X . It is called a vector space over Q, if 0 ∈ X and for any x, y ∈ X
and any t, u ∈ Q, we have tx + uy ∈ X . It is called closed, if it is a closed subset
with respect to the natural Hausdorff topology of V .

In case X 6= ∅ the minimum convex subset (respectively, minimum affine space)
containing X with respect to the inclusion relation is denoted by conv(X) (respec-
tively, affi(X)). We define conv(∅) = affi(∅) = ∅. The minimum cone (respectively,
minimum convex cone, minimum vector space over R, minimum vector space over
Q, minimum closed subset) containing X with respect to the inclusion relation is
denoted by cone(X) (respectively, convcone(X), vect(X),Q-vect(X), clos(X)).

The subset X is called a convex polytope,(respectively, convex polyhedral cone), if
there exists a finite subset Y of V satisfying X = conv(Y ) and Y 6= ∅ (respectively,
X = convcone(Y )). The subset X is called a convex pseudo polytope, if there exist
finite subsets Y, Z of V satisfying X = conv(Y ) + convcone(Z) and Y 6= ∅. The
subset X is called a simplicial cone, if X = convcone(C) for some R-basis B of V
and a subset C of B. The subset X is called a lattice, if there exists a R-basis B
of V such that X = {a ∈ V |a =

∑
b∈B λ(b)b for some λ ∈ map(B,Z)}. Any lattice

N of V is a free Z-submodule of V with rankN = dimV .
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For any t ∈ R we write

tX = {a ∈ V |a = tx for some x ∈ X}.
We know (−1)X = −X , and 0X = {0} if X 6= ∅. We write

stab(X) = {a ∈ V |X + {a} ⊂ X},
and call it the stabilizer of X in V . The stabilizer of X in V is a subsemigroup of
V containing 0.

Let N be any lattice in V . The subset X is called a regular cone over N, if
X = convcone(C) for some Z-basis B of N and a subset C of B.

Any regular cone is a simplicial cone. Any simplicial cone is a convex polyhedral
cone. Any convex polyhedral cone is a convex pseudo polytope. Any convex poly-
tope is a convex pseudo polytope. Affine spaces, vector spaces, convex polytopes,
convex polyhedral cones, and convex pseudo polytopes are non-empty closed con-
vex subsets of V . If X is convex (respectively, a cone, a convex cone), then clos(X)
is again convex (respectively, a cone, a convex cone).

For any subset T of R and for any a ∈ V we denote

Ta = {b ∈ V |b = ta for some t ∈ T },
and it is a subset of V .

The dual vector space V ∗ = HomR(V,R) is a vector space over R with dimV ∗ =
dimV . The canonical bilinear form

〈 , 〉 : V ∗ × V → R,

is defined by putting 〈ω, a〉 = ω(a) ∈ R for any ω ∈ HomR(V,R) = V ∗ and any
a ∈ V . The dual vector space V ∗∗ of V ∗ is identified with V by the natural
isomorphism V → V ∗∗ of vector spaces over R.

We consider any vector space W of finite dimension over R and any homomor-
phism π : V →W of vector spaces over R. Putting

π∗(α) = απ ∈ HomR(V,R) = V ∗,

for any α ∈ HomR(W,R) =W ∗, we define a mapping π∗ :W ∗ → V ∗, and we call π∗

the dual homomorphism of π. The dual homomorphism π∗ is a homomorphism of
vector spaces over R. For any ω ∈W ∗ and for any a ∈ V the equality 〈π∗(ω), a〉 =
〈ω, π(a)〉 holds. The dual homomorphism π∗∗ of π∗ is equal to π.

Let N be any lattice in V . We denote

N∗ = {ω ∈ V ∗|〈ω, a〉 ∈ Z for any a ∈ N},
and call N∗ the dual lattice of N . Indeed, N∗ is a lattice in V ∗. The dual lattice
N∗∗ of N∗ is equal to N .

Let S be any convex cone in V . We denote

S∨|V = {ω ∈ V ∗|〈ω, a〉 ≥ 0 for any a ∈ S},
and call S∨|V the dual cone of S over V . Indeed, S∨|V is a closed convex cone in
V ∗. The dual cone S∨|V ∨|V ∗ of S∨|V is equal to the closure clos(S) of S in V .
S∨|V ∨|V ∗ = S, if and only if, S is closed in V . When we need not refer to V , we
also write simply S∨, instead of S∨|V .

Let P be any finite set. Note that map(P,R) is a vector space of finite dimension
over R with dimmap(P,R) = ♯P , map(P,Z) is a lattice in map(P,R), map(P,R0)
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is a regular cone over map(P,Z) in map(P,R) with vect(map(P,R0)) = map(P,R),
and map(P,Z0) = map(P,Z) ∩map(P,R0). Let x ∈ P . Let y ∈ P . Putting

fPx (y) =

{
1 if y = x,

0 if y 6= x,

we define an element fPx ∈ map(P,Z0). Note that the subset {fPx |x ∈ P} of
map(P,Z0) is an R-basis of map(P,R), it is a Z-basis of map(P,Z), and map(P,R0)
= convcone({fPx |x ∈ P}). The dual basis of {fPx |x ∈ P} is denoted by {fP∨

x |x ∈
P}. For any x, y ∈ P

〈fP∨
x , fPy 〉 =

{
1 if x = y,

0 if x 6= y.

Indeed, {fP∨
x |x ∈ P} is a R-basis of the dual vector space map(P,R)∗ of map(P,R),

it is a Z-basis of the dual lattice map(P,Z)∗ of map(P,Z), and map(P,R0)
∨ =

convcone({fP∨
x |x ∈ P}).

A commutative ring with the identity element is called simply a ring. The
identity element and the zero element of a ring are denoted 1 and 0 respectively.
We assume that any ring homomorphism λ preserves the identity elements, in other
words, the equality λ(1) = 1 holds.

Let R be any ring. Let X be any subset of R and let S be any subring of R. The
minimum ideal of R containing X with respect the inclusion relation is denoted
by XR or RX . The minimum subring of R containing S and X with respect
to the inclusion relation is denoted by S[X ]. In the case where X contains only
one element x, we also write simply xR, Rx, S[x], instead of {x}R, R{x}, S[{x}]
respectively. The set of all invertible elements in R is denoted by R×. R× ⊂ R and
R× is an abelian group with respect the multiplication. Any ring with a unique
maximal ideal is called a local ring. A ring R is local, if and only if, R − R× is
an ideal of R. The unique maximal ideal of a local ring R is denoted by M(R).
We have R = R× ∪M(R), R× ∩M(R) = ∅ and 1 6= 0 for any local ring R. A
subset R′ of a local ring R is called a local subring, if R′ is a subring of R, R′

is a local ring and M(R′) = M(R) ∩ R′. The completion of a noetherian local
ring R is denoted by Rc. Rc is a noetherian local ring containing R as a local
subring. M(Rc) = M(R)Rc. The inclusion ring homomorphism R → Rc induces
an isomorphism R/M(R) → Rc/M(Rc) of residue fields. dimRc = dimR. The
smallest Henselian local subring of Rc containing R as a local subring is called
the Henselization of R. We denote it by Rh. Rh is a noetherian local subring
of Rc containing R as a local subring. M(Rh) = M(R)Rh. The inclusion ring
homomorphismR → Rh induces an isomorphismR/M(R) → Rh/M(Rh) of residue
fields. dimRh = dimR.

Let R and R′ be local rings and λ : R→ R′ be a ring homomorphism. Always we
have λ(R×) ⊂ R′×. We say that λ is a local homomorphism, if λ(M(R)) ⊂M(R′).
λ is a local homomorphism, if and only if, λ−1(M(R′)) = M(R) , if and only if,
λ−1(R′×) = R×.

A noetherian local ring R is called complete, if R = Rc. A local ring R is called
regular, if R is noetherian and there exists a finite subset P of M(R) such that
♯P = dimR and PR =M(R).

A subset P of a regular local ring R is called a parameter system of R, if P is
finite with ♯P = dimR and PR = M(R). If P is a parameter system of a regular
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local ring R, then the completion Rc of R and the Henselization Rh are also regular
local rings and P is a parameter system of Rc and Rh.

Let R be any regular local ring, let φ ∈ R be any element and let P be any param-
eter system of R. We say that φ has normal crossings over P , if φ = u

∏
x∈P x

Λ(x)

for some Λ ∈ map(P,Z0) and some invertible element u ∈ R×. We say that φ has
normal crossings, if φ has normal crossings over Q for some parameter system Q of
R.

Let k be any field. Let R be any regular local ring such that dimR ≥ 1, R
contains k as a subring, and the residue field R/M(R) is isomorphic to k as algebras
over k. Let P be any parameter system of R. P is algebraically independent over
k. Let Q be any subset of P . Let R′ be the localization of k[Q] by the maximal
ideal k[Q] ∩M(R) = Qk[Q]. R′ is a regular local subring of R containing k as a
subring. The residue field R′/M(R′) of R′ is isomorphic to k as algebras over k. Q
is a parameter system of R′. dimR′ = ♯Q. R′c is a local subring of Rc, and R′h is
a local subring of Rh. (Matsumura [21], Milne [22].)

Let k be any field. Let A be any complete regular local ring such that dimA ≥ 1,
A contains k as a subring, and the residue field A/M(A) is isomorphic to k as
algebras over k. Let P be any parameter system of A.

Let φ be any element of A. Then, there exists a unique element
c ∈ map(map(P,Z0), k) with

φ =
∑

Λ∈map(P,Z0)

c(Λ)
∏

x∈P

xΛ(x).

The infinite sum in the right-hand side is the limit with respect to the M(A)-adic
topology on A. We take the unique element c ∈ map(map(P,Z0), k) satisfying the
above equality. The element c depends on φ and P . Consider any Λ ∈ map(P,Z0).
We call Λ the index,

∏
x∈P x

Λ(x) ∈ A a monomial over P , c(Λ) ∈ k a coefficient

of φ, c(Λ)
∏
x∈P x

Λ(x) ∈ A a term of φ, and
∑
x∈P Λ(x) ∈ Z0 the degree of the

index Λ, of the monomial
∏
x∈P x

Λ(x), or of the term c(Λ)
∏
x∈P x

Λ(x). Note that
0 ∈ map(P,Z0). We denote c(0) by φ(0) and we call φ(0) ∈ k, the constant term of
φ. φ− φ(0) ∈M(A). φ(0) = 0 ⇔ φ ∈M(A). We denote

supp(P, φ) = supp(c) = {Λ ∈ map(P,Z0)|c(Λ) 6= 0},
and we call supp(P, φ) the support of φ over P . It is a subset of map(P,Z0). Note
that φ = 0 ⇔ c = 0 ⇔ supp(P, φ) = ∅.

Let F be any subset of map(P,R). We denote

ps(P, F, φ) =

{∑
Λ∈supp(P,φ)∩F c(Λ)

∏
x∈P x

Λ(x) if supp(P, φ) ∩ F 6= ∅,
0 if supp(P, φ) ∩ F = ∅,

and we call ps(P, F, φ) ∈ A the partial sum of φ over P with respect to F .
Below, we consider the case φ 6= 0 for a while.
We define

Γ+(P, φ) = conv(supp(P, φ)) + map(P,R0),

and call Γ+(P, φ) the Newton polyhedron of φ over P . By definition we have
Γ+(P, φ) ⊂ map(P,R0) ⊂ map(P,R). We can show that there exists a non-empty
finite subset Y of supp(P, φ) with Γ+(P, φ) = conv(Y )+map(P,R0), and Γ+(P, φ)
is a convex pseudo polytope in map(P,R) with stab(Γ+(P, φ)) = map(P,R0).
(Lemma 9.11, Lemma 9.12.)
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Let ω ∈ map(P,R0)
∨ be any element. We know that {〈ω, a〉|a ∈ supp(P, φ)}

⊂ R0, and the minimum element min{〈ω, a〉|a ∈ supp(P, φ)} of {〈ω, a〉|a ∈ supp(P, φ)}
exists. We define

ord(P, ω, φ) = min{〈ω, a〉|a ∈ supp(P, φ)} ∈ R0,

supp(P, ω, φ) = {a ∈ supp(P, φ)|〈ω, a〉 = ord(P, ω, φ)} ⊂ supp(P, φ),

in(P, ω, φ) =
∑

Λ∈supp(P,ω,φ)

c(Λ)
∏

x∈P

xΛ(x) ∈ A.

We consider the case φ = 0. We introduce a symbol ∞ satisfying the following
conditions: for any t ∈ R, we have ∞ > t,∞ ≥ t,∞ 6= t, t < ∞, t ≤ ∞, t 6=
∞,∞+ t = t+∞ = ∞, and moreover ∞+∞ = ∞. Let ω ∈ map(P,R0)

∨ be any
element. We define

ord(P, ω, 0) = ∞,

in(P, ω, 0) = 0 ∈ A.

Let ω ∈ map(P,R0)
∨ be any element. In the general case including the case

of φ = 0, we have defined ord(P, ω, φ) ∈ R0 ∪ {∞} and in(P, ω, φ) ∈ A. We call
ord(P, ω, φ) ∈ R0 ∪ {∞} the order of φ over P with respect to ω. By definition
ord(P, ω, φ) = ∞ if and only if φ = 0. We call in(P, ω, φ) ∈ A the initial sum of φ
over P with respect to ω. By definition in(P, ω, φ) = 0 if and only if φ = 0.

We can show that the following holds for any ω ∈ map(P,R0)
∨, any φ ∈ A, any

ψ ∈ A and any α ∈ k with α 6= 0:

(1) ord(P, ω,−φ) = ord(P, ω, φ). in(P, ω,−φ) = −in(P, ω, φ).
ord(P, ω, αφ) = ord(P, ω, φ). in(P, ω, αφ) = αin(P, ω, φ).

(2) ord(P, ω, φ + ψ) ≥ min{ord(P, ω, φ), ord(P, ω, ψ)}.
(3) ord(P, ω, φ + ψ) = min{ord(P, ω, φ), ord(P, ω, ψ)}, if and only if,

ord(P, ω, φ) 6= ord(P, ω, ψ) or in(P, ω, φ) + in(P, ω, ψ) 6= 0.
(4) ord(P, ω, φψ) = ord(P, ω, φ) + ord(P, ω, ψ).

in(P, ω, φψ) = in(P, ω, φ)in(P, ω, ψ).

Let R be any regular local ring. We have ∩m∈Z0
M(R)m = {0}.

We define a mapping
ord : R → Z0 ∪ {∞}

by putting

ord(φ) =

{
m if m ∈ Z0 and φ ∈M(R)m −M(R)m+1,

∞ if φ = 0,

for any φ ∈ R. For any φ ∈ R with φ 6= 0 and any m ∈ Z0, we say that φ is of
order m, if ord(φ) = m.

Assume moreover, that R contains k as a subring, the residue field R/M(R) is
isomorphic to k as k-algebras and dimR = dimA. Under these assumptions the
completion Rc of R is a ring containing R as a local subring and Rc and A are
isomorphic as k-algebras. We take any isomorphism λ : Rc → A of k-algebras. We
know that ord(φ) = ord(P,

∑
x∈P f

P∨
x , λ(φ)) for any φ ∈ R. Consider any element

x ∈ R with λ(x) ∈ P , any φ ∈ R and any m ∈ Z0. ord(P, fP∨
λ(x), λ(φ)) ≥ m, if and

only if, φ = xmψ for some ψ ∈ R.
Consider any φ ∈ A with φ 6= 0.
A subset F of map(P,R) is a face of Γ+(P, φ), if and only if, there exists ω ∈

map(P,R0)
∨ such that F = {a ∈ Γ+(P, φ)|〈ω, a〉 = ord(P, ω, φ)}. Any face of
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Γ+(P, φ) is a non-empty closed subset of Γ+(P, φ), and is a convex pseudo polytope.
For any face F of Γ+(P, φ), we put dimF = dimaffi(F ) ∈ Z0 and we call dimF
the dimension of F . Any face of Γ+(P, φ) with dimension zero is called a vertex of
Γ+(P, φ). (See Definition 9.2.)

By V(Γ+(P, φ)) we denote the union of all vertices of Γ+(P, φ). By definition we
have

V(Γ+(P, φ)) = {a ∈ Γ+(P, φ)| There exists ω ∈ map(P,R0)
∨ such that for any

b ∈ Γ+(P, φ) with 〈ω, b〉 = 〈ω, a〉, we have b = a}.

We call V(Γ+(P, φ)) the skeleton of Γ+(P, φ). The set V(Γ+(P, φ)) is a non-empty
finite subset of supp(P, φ), and Γ+(P, φ) = conv(V(Γ+(P, φ))) + map(P,R0). We
denote c(Γ+(P, φ)) = ♯V(Γ+(P, φ)) ∈ Z+, and we call c(Γ+(P, φ)) the characteristic
number of Γ+(P, φ).

We know that Γ+(P, φ) has only one vertex⇔ c(Γ+(P, φ)) = 1 ⇔ φ has formal
normal crossings over P (Lemma 9.12.6.), and that these equivalent conditions
always hold, if dimA = 1.

For any φ ∈ A with φ 6= 0 and any ψ ∈ A with ψ 6= 0, Γ+(P, φψ) = Γ+(P, φ) +
Γ+(P, ψ). (Lemma 9.12.8.) For any φ ∈ A with φ 6= 0 and any u ∈ A×, Γ+(P, φ) =
Γ+(P, uφ).

Consider any φ ∈ A with φ 6= 0 and any z ∈ P .
Note that for any a ∈ V(Γ+(P, φ)), we have 〈fP∨

z , a〉 ∈ Z0. We define

height(z,Γ+(P, φ))

=max{〈fP∨
z , a〉|a ∈ V(Γ+(P, φ))} −min{〈fP∨

z , a〉|a ∈ V(Γ+(P, φ))} ∈ Z0,

and we call height(z,Γ+(P, φ)) the height of Γ+(P, φ) with respect to z, or simply z-
height of Γ+(P, φ). It is a non-negative integer. By definition, height(z,Γ+(P, φ)) =
0 if and only if the value 〈fP∨

z , a〉 does not depend on a ∈ V(Γ+(P, φ)). height(z,
Γ+(P, φ)) = 0, if dimA = 1.

Let a ∈ V(Γ+(P, φ)). We say that {a} is a z-top vertex of Γ+(P, φ), if 〈fP∨
z , a〉 =

max{〈fP∨
z , b〉|b ∈ V(Γ+(P, φ))}. We say that {a} is a z-bottom vertex of Γ+(P, φ),

if 〈fP∨
z , a〉 = min{〈fP∨

z , b〉|b ∈ V(Γ+(P, φ))}.
Let A′ denote the completion of the subring k[P − {z}] of A by the maximal

ideal k[P − {z}]∩M(A) = (P − {z})k[P − {z}]. The ring A′ is a complete regular
local subring of A and M(A′) = M(A) ∩ A′ = (P − {z})A′. The set P − {z} is
a parameter system of A′. The completion of the subring A′[z] of A by the prime
ideal zA′[z] coincides with A.

Any element φ in A such that φ = zh +
∑h−1

i=0 φ
′(i)zi for some h ∈ Z0 and some

mapping φ′ : {0, 1, . . . , h − 1} → M(A′) is called a z-Weierstrass polynomial over
P , and the integer h is called degree of φ. For any z-Weierstrass polynomial φ over
P , we denote its degree by

deg(P, z, φ) ∈ Z0.

Note that deg(P, z, φ) = 0 ⇔ φ = 1.
We say that Γ+(P, φ) is of z-Weierstrass type, if there exists a ∈ Γ+(P, φ) satis-

fying the equality 〈fP∨
x , a〉 = ord(P, fP∨

x , φ) for any x ∈ P − {z}.
The following two conditions are equivalent (Lemma 9.12.10.):

(1) The Newton polyhedron Γ+(P, φ) is of z-Weierstrass type.
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(2) There exist uniquely an invertible element u ∈ A×, a mapping a : P−{z} →
Z0, and a z-Weierstrass polynomial ψ ∈ A over P satisfying

φ = u
∏

x∈P−{z}

xa(x)ψ

.

Assume that Γ+(P, φ) is of z-Weierstrass type, we know the following
(Lemma 9.12.9.(a)):

(1) If ψ ∈ A, ω ∈ A and φ = ψω, then both Γ+(P, ψ) and Γ+(P, ω) are of
z-Weierstrass type.

(2) height(z,Γ+(P, φ)) = 0 ⇔ Γ+(P, φ) has only one vertex ⇔ c(Γ+(P, φ)) =
1 ⇔ φ has normal crossings over P .

(3) The Newton polyhedron Γ+(P, φ) has a unique z-top vertex.

Below, by {a1} we denote the unique z-top vertex of Γ+(P, φ). Let b = ord(P,
fP∨
z , φ) ∈ Z0 and let h = height(z,Γ+(P, φ)) ∈ Z0.

(4) Consider any a ∈ Γ+(P, φ). The equality 〈fP∨
x , a〉 = ord(P, fP∨

x , φ) holds
for any x ∈ P − {z} ⇔ a− a1 ∈ R0f

P
z .

(5) 〈fP∨
z , a1〉 = b+ h.

(6) There exist uniquely an invertible element u ∈ A× and a mapping φ′ :

{0, 1, . . . , h − 1} → M(A′) satisfying φ = u(
∏
x∈P−{z} x

〈fP∨

x ,a1〉)zb(zh +
∑h−1

i=0 φ
′(i)zi), and φ′(0) 6= 0 if h > 0

The concept of z-removable faces is important.
Assume that Γ+(P, φ) is of z-Weierstrass type and any x ∈ P − {z} does not

divide φ. Under this assumption we can give the definition of z-removable faces.
By assumption there exists uniquely h ∈ Z0 such that {hfPz } is the unique z-top

vertex of Γ+(P, φ). We take the unique h ∈ Z0 satisfying this condition.
Let F be any face of Γ+(P, φ). We say that F is z-removable, if hfPz ∈ F ,

F 6⊂ {hfPz } + map(P,R0) and there exist an invertible element u ∈ A× and an
element χ ∈M(A′) satisfying

ps(P, F, φ) = u(z + χ)h.

The face F is z-removable, if and only if, hfPz ∈ F , F 6⊂ {hfPz } + map(P,R0)
and after some coordinate change sending x to x itself for any x ∈ P − {z} and
sending z to z + χ for some χ ∈M(A′), F becomes a part of {hfPz }+map(P,R0).
If φ ∈ A×, then any face F of Γ+(P, φ) is not z-removable, since h = 0 and
F ⊂ map(P,R0) = {hfPz }+map(P,R0). If dimA = 1, then any face F of Γ+(P, φ)
is not z-removable, since F ⊂ Γ+(P, φ) = {hfPz }+map(P,R0).

We would like to explain the relation betwen the concept of z-removable faces and
Hironaka’s maximal contact here. We assume that the field k has characteristic zero,
and consider any z-Weierstrass polynomial ψ ∈ A over P of positive degree. We take
the unique pair of a positive integer h and a mapping ψ′ : {0, 1, . . . , h−1} →M(A′)

satisfying the equality ψ = zh +
∑h−1

i=0 ψ
′(i)zi. Let ẑ = z + (ψ′(h− 1)/h) ∈ M(A)

and let P̂ = {ẑ} ∪ (P − {z}). We know that ord(ψ) ≤ h, P̂ is a parameter system

of A and the Newton polyhedron Γ+(P̂ , ψ) is of ẑ-Weierstrass type and has no
ẑ-removable faces. Now, we assume moreover that ord(ψ) = h. This condition is
equivalent to that ord(ψ′(i)) ≥ h− i for any i ∈ {0, 1, . . . , h−1}. Then, the smooth
subscheme Spec(A/ẑA) of Spec(A) is Hironaka’s maximal contact of the subscheme
Spec(A/ψA). (Giraud [10].)
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Note that we cannot define the element ẑ = z + (ψ′(h − 1)/h) ∈ A, if the
characteristic of the ground field k is positive and the characteristic divides h.

The concept of z-simple is also important.
We say that Γ+(P, φ) is z-simple, if Γ+(P, φ) is of z-Weierstrass type and any

compact face F of Γ+(P, φ) satisfies dimF ≤ 1.
If dimA ≤ 2, then always Γ+(P, φ) is z-simple. If Γ+(P, φ) is z-simple, then

Γ+(P, φ) is of z-Weierstrass type. If Γ+(P, φ) is z-simple, ψ ∈ A, ω ∈ A and
φ = ψω, then both Γ+(P, ψ) and Γ+(P, ω) are z-simple. (Lemma 9.12.14.)

Let R be any regular local ring containing the field k as a subring and the residue
field R/M(R) is isomorphic to k as k-algebras.

The completion Rc is a complete regular local ring containingR as a local subring
and the residue field Rc/M(Rc) is isomorphic to k as k-algebras. Consider any
parameter system P of Rc and any φ ∈ R with φ 6= 0. We have the Newton
polyhedron Γ+(P, φ) of φ over P , if we regard the element φ of R as an element of
Rc.

Lemma 2.1. Consider any parameter system P of R, any element z ∈ P , and
any w ∈ M(Rc) with ∂w/∂z ∈ Rc×. We denote Pw = {w} ∪ (P − {z}). Let
R′ be the localization of k[P − {z}] by the maximal ideal k[P − {z}] ∩ M(R) =
(P − {z})k[P − {z}].

(1) P is also a parameter system of Rc, and for any φ ∈ R with φ 6= 0,
c(Γ+(P, φ)) = 1 ⇔ φ has normal crossings over P .

(2) Pw is a parameter system of Rc with w ∈ Pw and Pw−{w} = P −{z} ⊂ R.
If w ∈ M(Rh), then Pw is a parameter system of Rh with w ∈ Pw. If
w ∈M(R), then Pw is a parameter system of R with w ∈ Pw.

(3) There exist uniquely u ∈ Rc× and χ ∈ M(R′c) with w = uz + χ. If
w ∈M(Rh), then u ∈ Rh× and χ ∈M(R′h).

(4) There exist uniquely v ∈ Rc× and ω ∈ M(R′c) with w = v(z + ω). If
w ∈M(Rh), then v ∈ Rh× and ω ∈M(R′h).

(5) Assume that u ∈ Rc×, χ ∈ M(R′c), v ∈ Rc×, ω ∈ M(R′c) and w =
uz + χ = v(z + ω). We take the unique pair v0 ∈ R′c and v1 ∈ Rc with
v = v0 + zv1.

Then, v0 ∈ R′c×, χ = v0ω, u = v1(z + ω) + v0 and Γ+(P − {z}, χ) =
Γ+(P − {z}, ω).

The bijection Pw → P sending w ∈ Pw to z ∈ P and sending any x ∈ Pw−{w} =
P −{z} to x ∈ P −{z} itself induces an isomorphism map(P,R) → map(Pw ,R) of
vector spaces over R. By this isomorphism we identify map(P,R) and map(Pw ,R).
fPz ∈ map(P,R) and fPw

w ∈ map(Pw,R) are identified. For any x ∈ P − {z},
fPx ∈ map(P,R) and fPw

x ∈ map(Pw ,R) are identified.

(6) If w′ ∈ M(Rc) and w = uw′ for some u ∈ Rc×, then ∂w′/∂z ∈ Rc× and
Γ+(Pw , φ) = Γ+(Pw′ , φ) for any φ ∈ Rc with φ 6= 0.

(7) Consider any w′ ∈ M(Rc) with ∂w′/∂z ∈ Rc× and any φ ∈ Rc with φ 6=
0. Γ+(Pw, φ) is of w-Weiestrass type, if and only if, Γ+(Pw′ , φ) is of w′-
Weiestrass type. If these equivalent conditions are satisfied, then the unique
w-top vertex of Γ+(Pw, φ) and the unique w′-top vertex of Γ+(Pw′ , φ) are
equal.

(8) For any φ ∈ Rh with φ 6= 0, there exists ψ ∈ R satisfying (φRh) ∩R = ψR
and ψ 6= 0.
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(9) Assume moreover, that R is a localization of a finitely generated k-algebra.
Let Q be any subset of P . Let S be the localization of k[Q] by the maximal
ideal k[Q] ∩M(R) = Qk[Q].
(a) If Q = P , then Sc = Rc and Sh = Rh.
(b) Sh = Sc ∩Rh.
(c) Let π : map(P,Z0) → map(Q,Z0) denote the surjective mapping in-

duced by the inclusion mapping Q → P . For any φ ∈ Rh and any
Λ ∈ map(Q,Z0), ps(P, π

−1(Λ), φ) ∈ Rh.
(d) For any ω ∈ map(P,R0)

∨ and any φ ∈ Rh, in(P, ω, φ) ∈ Rh.
For any ω ∈ (map(P,R0)

∨)◦ and any φ ∈ Rc, in(P, ω, φ) ∈ k[P ].

Remark . In claim 9.(d), (map(P,R0)
∨)◦ denotes the interior of the regular cone

map(P,R0)
∨. (Definition 5.5.) (map(P,R0)

∨)◦ =
∑

x∈P R+f
P∨
x ⊂ map(P,R)∗.

Proof. Claim 4 follows from Henselian Weierstrass Theorem in Hironaka [17]. �

Consider any parameter system P of R, any element z ∈ P , any w ∈ M(Rc)
with ∂w/∂z ∈ Rc×, and any φ ∈ R with φ 6= 0. We denote Pw = {w} ∪ (P − {z}).

Since R is a UFD, we have an invertible element u ∈ R×, a finite set Ω of
irreducible elements of R and a mapping a : Ω → Z+ satisfying φ = u

∏
ω∈Ω ω

a(ω).
We take any u,Ω and a satisfying these conditions. Let

Ξ = {ω ∈ Ω|∂ω/∂w ∈M(Rc), and any x ∈ Pw − {w} does not divide ω}.
We say that an element ψ ∈ R is a main factor of the triplet (Pw, w, φ), or a

w-main factor over Pw of φ, if ψ = v
∏
ω∈Ξ ω

a(ω) for some v ∈ R×. Since R is a
UFD, the condition that ψ ∈ R is a main factor of (Pw, w, φ) does not depend of
the choice of u,Ω and a we used for the definition.

If ψ ∈ R is a main factor of (Pw, w, φ) and ψ
′ ∈ R is a main factor of (Pw, w, φ),

then by definition, ψ = vψ′ for some v ∈ R×, Γ+(P, ψ) = Γ+(P, ψ
′), and any

x ∈ Pw − {w} does not divide ψ.
We consider the case where Γ+(Pw, φ) is of w-Weierstrass type. Let ψ ∈ R be

any main factor of (Pw , w, φ). The Newton polyhedron Γ+(Pw, ψ) does not depend
on the choice of the main factor ψ and it is of w-Weierstrass type. Furthermore,
there exists uniquely a non-negative integer h such that {hfPw

w } is the unique w-top
vertex of Γ+(Pw, ψ). We take h ∈ Z0 satisfying this condition and we define

inv(Pw, w, φ) = h ∈ Z0.

The non-negative integer inv(Pw , w, φ) is our main invariant measuring the bad-
ness of the singularity φ.

Lemma 2.2. Consider any parameter system P of R, any element z ∈ P , any
w ∈ M(Rc) with ∂w/∂z ∈ Rc×, and any φ ∈ R with φ 6= 0. We denote Pw =
{w} ∪ (P − {z}).

The bijection Pw → P sending w ∈ Pw to z ∈ P and sending any x ∈ Pw−{w} =
P −{z} to x ∈ P −{z} itself induces an isomorphism map(P,R) → map(Pw ,R) of
vector spaces over R. By this isomorphism we identify map(P,R) and map(Pw ,R).

(1) For any ψ ∈ R, ψ is a main factor of (Pw, w, φ), if and only if, the following
three conditions are satisfied:
(a) φ = u(

∏
x∈Pw−{w} x

a(x))(
∏
ω∈Ω ω

b(ω))ψ and ∂ω/∂w ∈ Rc× for any

ω ∈ Ω, for some u ∈ R×, some mapping a : Pw − {w} → Z0, some
finite subset Ω of M(R) and some mapping b : Ω → Z+.
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(b) Any element of Pw − {w} does not divide ψ.
(c) Any ω ∈M(R) with ∂ω/∂w ∈ Rc× does not divide ψ.

(2) If both ψ ∈ R and ψ′ ∈ R are main factors of (Pw , w, φ), then ψ = uψ′ for
some u ∈ R× and Γ+(P, ψ) = Γ+(P, ψ

′).
(3) For any ψ ∈ R and any w′ ∈ M(Rc) with ∂w′/∂z ∈ Rc×, ψ is a main

factor of (Pw, w, φ) ⇔ ψ is a main factor of (Pw′ , w′, φ).
(4) Let ψ ∈ R be any main factor of (Pw , w, φ). ψ 6∈ xRc for any x ∈ Pw−{w}.

If w ∈M(R), then ψ 6∈ wRc. ψ 6∈ zRc.
(5) The following three conditions are equivalent:

(a) Any main factor of (Pw , w, φ) is an invertible element of R.
(b) Some main factor of (Pw, w, φ) is an invertible element of R.
(c) φ = u(

∏
x∈Pw−{w} x

a(x))(
∏
ω∈Ω ω

b(ω)) and ∂ω/∂w ∈ Rc× for any ω ∈
Ω, for some u ∈ R×, some mapping a : Pw − {w} → Z0, some finite
subset Ω of M(R) and some mapping b : Ω → Z+.

If Γ+(Pw, φ) is of w-Weierstrass type, then the condition below is also
equivalent to the above three conditions.
(d) inv(Pw , w, φ) = 0.

Below, we assume that Γ+(Pw , φ) is of w-Weierstrass type.

(6) inv(Pw , w, φ) 6= 1.
(7) Let ψ ∈ R be any main factor of (Pw, w, φ).

(a) Γ+(Pw, ψ) is of w-Weierstrass type and {inv(Pw, w, φ)fPw
w } is the unique

w-top vertex of Γ+(Pw, ψ).
(b) Let w′ ∈ M(Rc) be any element with ∂w′/∂z ∈ Rc×. inv(Pw , w, φ) =

inv(Pw′ , w′, φ).
(c) There exist uniquely u ∈ Rc× and ψ′ ∈ Rc such that ψ′ is a w-

Weierstrass polynomial over Pw and ψ = uψ′.
We take u ∈ Rc× and ψ′ ∈ Rc satisfying the above conditions.
(d) Γ+(Pw, ψ) = Γ+(Pw, ψ

′).
(e) inv(Pw , w, φ) = height(w,Γ+(Pw , ψ))+ord(Pw, f

Pw∨
w , ψ) = deg(Pw , w,

ψ′) ≥ ord(ψ) = ord(ψ′).
If w ∈M(R), then ord(P, fPw∨

w , ψ) = 0 and inv(Pw , w, φ) = height(w,
Γ+(Pw, ψ)).

(8) Assume both ψ ∈ R and ψ′ ∈ R are main factors of (Pw , w, φ). We take u ∈
Rc× and ψ′′ ∈ Rc such that ψ′′ is a w-Weierstrass polynomial over Pw and
ψ = uψ′′. Consider any face F of Γ+(Pw, ψ) = Γ+(Pw , ψ

′) = Γ+(Pw, ψ
′′).

F is a w-removable face of Γ+(Pw , ψ), if and only if, F is a w-removable
face of Γ+(Pw, ψ

′) , if and only if, F is a w-removable face of Γ+(Pw, ψ
′′).

(9) Assume inv(Pw, w, φ) = 0.
There exist u ∈ R×, a mapping a : Pw − {w} → Z0, a finite subset Ω of

M(R) and a mapping b : Ω → Z+ satisfying the following three conditions:
(a) φ = u

∏
x∈Pw−{w} x

a(x)
∏
ω∈Ω ω

b(ω).

(b) ∂ω/∂w ∈ Rc× for any ω ∈ Ω.
(c) If ω = vω′ for some ω ∈ Ω, some ω′ ∈ Ω and some v ∈ R×, then v = 1

and ω = ω′.
Let w′ ∈ M(Rc) be any element with ∂w′/∂z ∈ Rc×. There exist u′ ∈

R×, a mapping a′ : P − {z} → Z0, a finite subset Ω′ of R and a mapping
b′ : Ω → Z+ satisfying the following three conditions:

(a) φ = u′
∏
x∈Pw′−{w′} x

a′(x)
∏
ω∈Ω′ ωb

′(ω).
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(b) ∂ω/∂w′ ∈ Rc× for any ω ∈ Ω′.
(c) If ω = vω′ for some ω ∈ Ω′, some ω′ ∈ Ω′ and some v ∈ R×, then

v = 1 and ω = ω′.
If u, a,Ω, b, u′, a′,Ω′ and b′ satisfy the above conditions, then ♯Ω = ♯Ω′.

For any w ∈ M(Rc) with ∂w/∂z ∈ Rc× and any φ ∈ R such that φ 6= 0,
Γ+(Pw, φ) is of w-Weierstrass type, and inv(Pw , w, φ) = 0 where Pw = {w} ∪ (P −
{z}), we take u, a,Ω, b satisfying the conditions in the above Lemma 2.2.9 and we
define

inv2(Pw, w, φ) = ♯Ω ∈ Z0.

Lemma 2.3. Consider any parameter system P of R, any element z ∈ P , any
w ∈M(Rc) with ∂w/∂z ∈ Rc×. We denote Pw = {w} ∪ (P − {z}).

Consider any element φ ∈ R such that φ 6= 0, Γ+(Pw, φ) is of w-Weierstrass
type, and inv(Pw, w, φ) = 0.

(1) If inv2(Pw, w, φ) ≤ 1, then φ has normal crossings.
(2) If inv2(Pw, w, φ) ≥ 1, then there exists z̄ ∈ M(R) such that ∂z̄/∂z ∈ R×

and z̄ divides φ.
(3) Let w′ ∈ M(Rc) be any element with ∂w′/∂z ∈ Rc×. inv(Pw′ , w′, φ) = 0

and inv2(Pw′ , w′, φ) = inv2(Pw, w, φ).

3. Basic scheme theory

We develop the basic scheme theory.
Let X be any scheme, and let I be any ideal sheaf in the structure sheaf OX of

X , in other words, any sheaf of OX -modules which is a subsheaf of OX . The ideal
sheaf I is called locally principal, if for any a ∈ X there exists φ ∈ OX,a such that
φ is not a zero-divisor of OX,a and Ia = φOX,a, where Ia denotes the stalk of I at
a. Note that for any scheme Y and for any morphism γ : Y → X of schemes, the
pull-back γ∗I of I as an ideal sheaf is defined, and γ∗I is a sheaf of OY -modules
which is a subsheaf of OY .

Grothendieck has shown that there exists a scheme X ′ and a morphism σ : X ′ →
X satisfying the following universal mapping property:

(1) The ideal sheaf σ∗I is locally principal.
(2) If Y is a scheme, γ : Y → X is a morphism, and the ideal sheaf γ∗I is

locally principal, then there exists uniquely a morphism τ : Y → X ′ with
στ = γ.

By the universal mapping property we know that the pair (X ′, σ) satisfying the
above conditions is unique up to isomorphism of schemes over X . The pair (X ′, σ)
satisfying the above conditions is called the blowing-up with center in an ideal sheaf
I, or the blowing-up with center in Z, where Z denotes the closed subscheme of X
defined by the ideal sheaf I. Note that any closed subscheme of X has a unique
ideal sheaf in OX defining it. If I is locally principal, then σ is an isomorphism.
When a closed subset Z of X is given, we take the unique ideal sheaf I in OX

defining the reduced scheme structure on Z and we call the blowing-up with center
in I the blowing-up with center in Z.

Let (X ′, σ) be the blowing-up with center in I. By Z we denote the closed
subscheme of X defined by the ideal sheaf I. We call the inverse image σ−1(Z)
the exceptional divisor of σ. For any closed irreducible subset W of X with W 6⊂
Zred, the closure in X ′ of σ−1(W − Z) is called the strict transform of W by σ.
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If X is separated, noetherian, irreducible and smooth, and Z is irreducible and
smooth, then X ′ is also separated, noetherian, irreducible and smooth, and σ−1(Z)
is irreducible and smooth.

For any ring R and an ideal I of R, we regard the affine scheme Spec(R/I) as
the closed subcheme of the affine scheme Spec(R) by using the closed embedding
Spec(R/I) → Spec(R) induced by the canonical surjective ring homomorphism
R→ R/I to the residue ring.

Let X be any separated noethrian irreducible smooth scheme with dimX ≥ 1,
let D be any effective divisor of X , and let a ∈ X be any point. We consider the
natural morphism δ : Spec(OX,a) → X . It is dominant, and the pull-back δ∗D of
D by this morphism δ is defined. We say that D has normal crossings at a ∈ X , if
there exist a parameter system P of the local ring OX,a of X at a, and an element
Λ ∈ map(P,Z0) such that

δ∗D = Spec(OX,a/
∏

x∈P

xΛ(x)OX,a).

We say that D has normal crossings or D is a normal crossing divisor, if it has
normal crossings at any point of X . It follows from definition that any component
of D is smooth and the intersection of any finite number of components of D is
smooth (however, the intersection of two or more components of D may be empty
or reducible), if D has normal crossings.

Here we give the definition of the concept of normal crossing schemes over an
algebraically closed field and introduce some notations associated with it. Let k
denote any algebraically closed field below in this section.

A pair

(X,D),

satisfying the following five conditions is called a normal crossing scheme over k.

(1) The first item X is a separated noetherian irreducible smooth scheme over
k with dimX ≥ 1 such that any closed point a ∈ X is a k-valued point.

(2) The second item D is a non-zero effective normal crossing divisor of X .

We use the following notations: The set of components of D is denoted by
comp(D). For any point a ∈ X we denote

comp(D)(a) = {C ∈ comp(D)|a ∈ C},
and

(D)0 = {a ∈ X |♯comp(D)(a) = dimX}.
For any a ∈ (D)0 we write

U(X,D, a) = X − (
⋃

C∈comp(D)−comp(D)(a)

C).

We write simply U(a), instead of U(X,D, a), when we need not refer to the pair
(X,D).

(3) For any subset Q of comp(D),
⋂
C∈QC is irreducible.

(4) For any subset Q of comp(D) with
⋂
C∈QC 6= ∅, there exists a ∈ (D)0 such

that Q ⊂ comp(D)(a).
(5) For any a ∈ (D)0, U(a) is an affine open subset of X .



NEW IDEAS FOR RESOLUTION OF SINGULARITIES 21

Let (X,D) be a normal crossing scheme over k. For any a ∈ (D)0, we consider
a mapping

ξa : comp(D)(a) → OX(U(a)).

Consider any point a ∈ (D)0. If ξa satisfies the following two conditions, then we
call ξa a coordinate system of (X,D) at a:

(1) For any C ∈ comp(D)(a) we have

C ∩ U(a) = Spec(OX(U(a))/ξa(C)OX(U(a))).

(2) For any k-valued point b in U(a), the set {ξa(C)−ξa(C)(b)|C ∈ comp(D)(a)}
is a parameter system of the local ring OX,b of X at b. Here ξa(C)(b) ∈ k
denotes the value of ξa(C) ∈ OX(U(a)) at b.

If ξa is a coordinate system of (X,D) at a for any a ∈ (D)0, then we call the
collection ξ = {ξa|a ∈ (D)0} a coordinate system of (X,D). For a coordinate
system ξ of (X,D) we denote the element of ξ corresponding to a ∈ (D)0 by ξa.

A triplet (X,D, ξ) such that the pair (X,D) is a normal crossing scheme over
k and ξ is a coordinate system of (X,D) is called a coordinated normal crossing
scheme over k.

Example 3.1. Let R be any regular local ring such that R contains k as a subring,
the residue field R/M(R) is isomorphic to k as k-algebras, and dimR ≥ 1; let P
be any parameter system of R; and let Λ ∈ map(P,Z+).

Note thatM(R) ∈ Spec(R) andM(R) is the unique closed point of Spec(R). Let
D = Spec(R/

∏
x∈P x

Λ(x)R). The pair (Spec(R), D) is a normal crossing scheme
over k. We have (D)0 = {M(R)}, comp(D) = comp(D)(M(R)) = {Spec(R/xR)|x ∈
P}, and U(Spec(R), D,M(R)) = Spec(R). For any x ∈ P , we put ξM(R)(Spec(R/xR
)) = x. We obtain a mapping ξM(R) : comp(D)(M(R)) → OSpec(R)(U(Spec(R), D,
M(R))). The mapping ξM(R) is a coordinate system of (Spec(R), D) atM(R), and
the triplet (Spec(R), D, {ξM(R)}) is a coordinated normal crossing scheme over k.

We consider the subring k[P ] of R. We denote M̄ = k[P ]∩M(R) = Pk[P ]. M̄ ∈
Spec(k[P ]) and M̄ is a closed point of Spec(k[P ]). Let D̄ = Spec(k[P ]/

∏
x∈P x

Λ(x)

k[P ]). The pair (Spec(k[P ]), D̄) is a normal crossing scheme over k. We have (D̄)0 =
{M̄}, comp(D̄) = comp(D̄)(M̄) = {Spec(k[P ]/xk[P ])|x ∈ P}, and U(Spec(k[P ]),
D̄, M̄) = Spec(k[P ]). For any x ∈ P , we put ξM̄ (Spec(k[P ]/xk[P ])) = x. We obtain
a mapping ξM̄ : comp(D̄)(M̄) → OSpec(k[P ])(U(Spec(k[P ]), D̄, M̄)). The mapping

ξM̄ is a coordinate system of (Spec(k[P ]), D̄) at M̄ , and the triplet (Spec(k[P ]), D̄,
{ξM̄}) is a coordinated normal crossing scheme over k.

The four lemmas below easily follow from definitions.

Lemma 3.2. Let (X,D) be a normal crossing scheme over k.

(1) The set comp(D) is non-empty and finite.
(2) Consider any non-empty subset Q of comp(D) with

⋂
C∈QC 6= ∅. ⋂C∈QC

is a closed irreducible smooth subset of X, and dim
⋂
C∈QC = dimX− ♯Q.

If we give the reduced scheme structure to any C ∈ Q, then the intersection
scheme

⋂
C∈QC is reduced and smooth.

(3) The set (D)0 is a non-empty finite set of k-valued points of X.
(4) For any a ∈ (D)0 and any b ∈ (D)0, comp(D)(a) = comp(D)(b), if and

only if, a = b.
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(5)

X =
⋃

a∈(D)0

U(a).

Let Q be any subset of comp(D) with ♯Q ≥ 2 and
⋂
C∈QC 6= ∅. We denote

Z =
⋂
C∈QC, and the blowing-up with center in Z by σ : X ′ → X. Furthermore, by

E′ we denote the exceptional divisor of σ, and by C′ we denote the strict transform
of C ∈ comp(D) by σ for any C ∈ comp(D).

(6) The pair (X ′, σ∗D) is a normal crossing scheme over k.
(7) E′ ∈ comp(σ∗D). comp(σ∗D)−{E′} = {C′|C ∈ comp(D)}. ♯comp(σ∗D) =

♯comp(D) + 1.
(8) For any C ∈ comp(D) −Q, we have σ∗C = C′. For any C ∈ Q, we have

σ∗C = C′ + E′.
(9) σ((σ∗D)0) = (D)0.

(10) For any a ∈ (D)0 with a 6∈ Z, we have ♯σ−1(a) ∩ (σ∗D)0 = 1, and the
unique element a′ in σ−1(a) ∩ (σ∗D)0 satisfies {a′} =

⋂
C∈comp(D)(a)C

′,

comp(σ∗D)(a′) = {C′|C ∈ comp(D)(a)}, and U(X ′, σ∗D, a′) = σ−1(U(X,D,

a)).
If moreover, a mapping ξa : comp(D)(a) → OX(U(X,D, a)) is a coor-

dinate system of (X,D) at a, then there exists a unique coordinate system
ξ′a′ : comp(σ∗D)(a′) → OX′(U(X ′, σ∗D, a′)) of (X ′, σ∗D) at a′ satisfying
σ∗(ξa(C)) = ξ′a′(C

′) for any C ∈ comp(D)(a), where σ∗ : OX(U(X,D, a)) →
OX′(U(X ′, σ∗D, a′)) denotes the ring homomorphism induced by σ.

(11) For any a ∈ (D)0 with a ∈ Z, we have ♯σ−1(a) ∩ (σ∗D)0 = ♯Q ≥ 2,
and there exists a unique one-to-one mapping a′ : Q → σ−1(a) ∩ (σ∗D)0
such that for any B ∈ Q we have {a′(B)} = E′ ∩ ⋂

C∈comp(D)(a)−{B}C
′,

comp(σ∗D)(a′(B)) = {E′} ∪ {C′|C ∈ comp(D)(a)− {B}}, and
U(X ′, σ∗D, a′(B)) = σ−1(U(X,D, a))−B′.

If moreover, a mapping ξa : comp(D)(a) → OX(U(X,D, a)) is a coor-
dinate system of (X,D) at a, then for any B ∈ Q, there exists a unique
coordinate system ξ′a′(B) : comp(σ∗D)(a′(B)) → OX′(U(X ′, σ∗D, a′(B)))

of (X ′, σ∗D) at a′(B) satisfying

σ∗(ξa(C)) =





ξ′a′(B)(E
′) if C = B,

ξ′a′(B)(C
′)ξ′a′(B)(E

′) if C ∈ Q− {B},
ξ′a′(B)(C

′) if C ∈ comp(D)(a) −Q,

for any C ∈ comp(D)(a), where σ∗ : OX(U(X,D, a)) →
OX′(U(X ′, σ∗D, a′(B))) denotes the ring homomorphism induced by σ.

Let (X,D) be a normal crossing scheme over k.
We call a non-empty closed subscheme Z of X such that there exists a non-

empty subset Q of comp(D) satisfying Z =
⋂
C∈QC a closed stratum of D. We call

a blowing-up whose center is a closed stratum of D an admissible blowing-up over
D.

Let Q be any subset of comp(D) with ♯Q ≥ 2 and
⋂
C∈QC 6= ∅. Let σ : X ′ → X

denote the admissible blowing-up with center in
⋂
C∈QC. We call the normal

crossing scheme (X ′, σ∗D) over k the pull-back of (X,D) by σ. Let a′ ∈ (σ∗D)0 be
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any point, and let ξσ(a′) : comp(D)(σ(a′)) → OX(U(X,D, σ(a′))) be a coordinate
system of (X,D) at σ(a′). We have the coordinate system ξ′a′ : comp(D)(a′) →
OX′(U(X ′, σ∗D, a′)) of (X ′, σ∗D) at a′ described in Lemma 3.2.10 or Lemma 3.2.11.
The coordinate system ξ′a′ is called the pull-back of ξσ(a′) at a

′ by σ. Let ξ = {ξa|a ∈
(D)0} be a coordinate system of (X,D). We denote

σ∗ξ = {ξ′a′ |a′ ∈ (σ∗D)0},
and call σ∗ξ the pull-back of ξ by σ. Note that triplets (X,D, ξ) and (X ′, σ∗D, σ∗ξ)
are coordinated normal crossing scheme over k. We call the coordinated normal
crossing scheme (X ′, σ∗D, σ∗ξ) over k the pull-back of (X,D, ξ) by σ.

Let X ′ be a scheme, and let σ : X ′ → X be a morphism. We call σ an admissible
composition of blowing-ups overD, if there exist a non-negative integerm, (m+1) of
normal crossing schemes (X(i), D(i)) over k, i ∈ {0, 1, . . . ,m}, and m of morphisms
σ(i) : X(i) → X(i− 1), i ∈ {1, 2, . . . ,m} satisfying the following two conditions:

(1) X(0) = X,D(0) = D,X(m) = X ′ and σ = σ(1)σ(2) · · · σ(m).
(2) For any i ∈ {1, 2, . . . m}, σ(i) is an admissible blowing-up over D(i − 1)

and D(i) = σ(i)∗D(i − 1).

If moreover, the center of σ(i) has codimension two for any i ∈ {1, 2, . . . m}, then
we call σ an admissible composition of blowing-ups with center of codimension two
over D.

Lemma 3.3. 1. Let (X,D) be a normal crossing scheme over k, let X ′ be a scheme,
and let σ : X ′ → X be an admissible composition of blowing-ups over D. Then, the
pair (X ′, σ∗D) is a normal crossing scheme over k.
2. Let (X,D, ξ) be a coordinated normal crossing scheme over k, let X ′ be a
scheme, and let σ : X ′ → X be an admissible composition of blowing-ups over
D. Assume that m ∈ Z0, (m+ 1) of normal crossing schemes (X(i), D(i)) over k,
i ∈ {0, 1, . . . ,m}, and m of morphisms σ(i) : X(i) → X(i − 1), i ∈ {1, 2, . . . ,m}
satisfy the above two conditions. We write σ∗ξ = σ(m)∗σ(m−1)∗ · · ·σ(1)∗ξ. Then,
the triplet (X ′, σ∗D, σ∗ξ) is a coordinated normal crossing scheme over k, and the
coordinate system σ∗ξ of (X ′, σ∗D) does not depend on the choice of m ∈ Z0,
(m+ 1) of normal crossing schemes (X(i), D(i)) over k, i ∈ {0, 1, . . . ,m}, and m
of morphisms σ(i) : X(i) → X(i−1), i ∈ {1, 2, . . . ,m} satisfying the two conditions.

Let (X,D) be a normal crossing scheme over k, let X ′ be a scheme, and let
σ : X ′ → X be an admissible composition of blowing-ups over D. We call the
normal crossing scheme (X ′, σ∗D) over k the pull-back of (X,D) by σ.

Let (X,D, ξ) be a coordinated normal crossing scheme over k, letX ′ be a scheme,
and let σ : X ′ → X be an admissible composition of blowing-ups over D. Choosing
m ∈ Z0, (m+ 1) of normal crossing schemes (X(i), D(i)) over k, i ∈ {0, 1, . . . ,m},
and m of morphisms σ(i) : X(i) → X(i− 1), i ∈ {1, 2, . . . ,m} satisfying the above
two conditions, we define the coordinate system σ∗ξ of (X ′, σ∗D) by putting σ∗ξ =
σ(m)∗σ(m − 1)∗ · · ·σ(1)∗ξ. The coordinate system σ∗ξ does not depend on the
choice ofm ∈ Z0, (m+1) of normal crossing schemes (X(i), D(i)), i ∈ {0, 1, . . . ,m},
and m of morphisms σ(i) : X(i) → X(i− 1), i ∈ {1, 2, . . . ,m} satisfying the above
two conditions. We call σ∗ξ the pull-back of ξ by σ. For any a′ ∈ (σ∗D)0, we
call (σ∗ξ)a′ the pull-back of ξσ(a′) by σ. We call the coordinated normal crossing
scheme (X ′, σ∗D, σ∗ξ) over k the pull-back of (X,D, ξ) by σ.
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Lemma 3.4. Consider any scheme X over k and any divisors D and D′ of X such
that both (X,D) and (X,D′) are normal crossing schemes over k and supp(D) =
supp(D′).

(1) comp(D) = comp(D′), comp(D)(a) = comp(D′)(a) for any a ∈ X, (D)0 =
(D′)0, and U(X,D′, a) = U(X,D, a) for any a ∈ (D)0.

(2) If ξ = {ξa|a ∈ (D)0} is a coordinate system of (X,D), then ξ is a coordinate
system of (X,D′).

Lemma 3.5. Recall that k denotes any algebraically closed field. Let R be any
regular local ring such that R contains k as a subring, the residue field R/M(R) is
isomorphic to k as algebras over k, and dimR ≥ 2, let P be any parameter system
of R, and let z ∈ P be any element.

Let R′ denote the localization of k[P − {z}] by the maximal ideal k[P − {z}] ∩
M(A) = (P − {z})k[P − {z}]. The ring R′ is a regular local subring of R. The set
P − {z} is a parameter system of R′.

Let σ′ : X ′ → Spec(R′) be any composition of finite blowing-ups with center in
a closed irreducible smooth subscheme. The scheme X ′ is smooth. We consider a
morphism Spec(R) → Spec(R′) induced by the inclusion ring homomorphism R′ →
R, the product scheme X = X ′ ×Spec(R′) Spec(R), the projection σ : X → Spec(R),
and the projection π : X → X ′. We know the following:

(1) The morphism σ is a composition of finite blowing-ups with center in a
closed irreducible smooth subscheme. The scheme X is smooth.

(2) The pull-back σ∗Spec(R/zR) of the prime divisor Spec(R/zR) on Spec(R)
by σ is a smooth prime divisor on X, and σ∗Spec(R/zR) ⊃ σ−1(M(R)).

(3) The projection π : X → X ′ induces an isomorphism σ∗Spec(R/zR) → X ′.
(4) For any closed point a ∈ X, any w ∈ M(Rh) with ∂w/∂z ∈ Rh× and any

parameter system Q′ of the local ring OX′,π(a) of X
′ at π(a), σ(a) =M(R)

and {σ∗(w)} ∪ π∗(Q′) is a parameter system of the Henselization Oh
X,a of

the local ring OX,a of X at a with π∗(Q′) ⊂ OX,a, where σ∗ : Rh →
Oh
X,a denotes the homomorphism of local k-algebras induced by σ on the

Henselizations of local rings and π∗ : OX′,π(a) → OX,a ⊂ Oh
X,a denotes the

homomorphism of local k-algebras induced by π.
If w ∈ M(R), then {σ∗(w)} ∪ π∗(Q′) is a parameter system of the local

ring OX,a of X at a
(5) For any closed point a′ ∈ X ′, σ′(a′) = M(R′) and the fiber π−1(a′) of π

over a′ is isomorphic to Spec(R/(P − {z})R) as k-schemes.
(6) For any affine open subset U ′ of X ′, the inverse image π−1(U ′) of U ′ by π

is an affine open subset of X.

Let D = Spec(R/
∏
x∈P xR), and let D′ = Spec(R′/

∏
x∈P−{z} xR

′).

(7) If σ′ is an admissible composition of blowing-ups over D′, then σ is an
admissible composition of blowing-ups over D.

(8) If σ′ is an admissible composition of blowing-ups with center of codimension
two over D′, then σ is an admissible composition of blowing-ups with center
of codimension two over D.

4. Main results

We state our main results. Their proofs will be given in Section 19 and Section 20.
We fix notations we use throughout this section.
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Let k be any algebraically closed field, let R be any regular local ring such that R
contains k as a subring, the residue field R/M(R) is isomorphic to k as k-algebras,
R is a localization of a finitely generated k-algebra and dimR ≥ 1, let P be any
parameter system of R, and let z ∈ P be any element.

By R′ we denote the localization of k[P −{z}] by the maximal ideal k[P −{z}]∩
M(R) = (P − {z})k[P − {z}].

Furthermore, we denote

PW = {φ ∈ R|φ 6= 0,Γ+(P, φ) is of z-Weierstrass type.},
RW = {φ ∈ PW |Γ+(P, ψ) has no z-removable faces, where ψ denotes a

main factor of (P, z, φ).},
SW = {φ ∈ RW |Γ+(P, φ) is z-simple.}.

Note that R ⊃ PW ⊃ RW ⊃ SW 6= ∅, if φ ∈ R, φ 6= 0 and Γ+(P, φ) is z-simple
then Γ+(P, φ) is of z-Weierstrass type, and R = {0} ∪ PW if dimR ≤ 2.

For the proof of our main theorem below, we apply the theory of convex sets
and the toric theory. By our main theorem any element in SW is reduced to an
element in PW with a strictly smaller value of inv or inv2.

Theorem 4.1. Assume dimR ≥ 2. Consider any φ ∈ R such that φ 6= 0, Γ+(P, φ)
is z-simple, and φ satisfies one of the following two conditions:

(1) inv(P, z, φ) > 0, Γ+(P, ψ) has no z-removable faces, where ψ denotes a
main factor of (P, z, φ).

(2) inv(P, z, φ) = 0, inv2(P, z, φ) ≥ 2 and z divides φ.

Let D = Spec(R/
∏
x∈P xR), which is a normal crossing divisor on Spec(R). We

define a coordinate system ξM(R) : comp(D) → R of the normal crossing scheme
(Spec(R), D) at M(R) by putting ξM(R)(Spec(R/xR)) = x for any x ∈ P . The
triplet (Spec(R), D, {ξM(R)}) is a coordinated normal crossing scheme over k.

There exist a smooth scheme X over Spec(R) and an admissible composition of
blowing-ups σ : X → Spec(R) with centers of codimension two over D such that
for any closed point a ∈ X with σ(a) = M(R), there exist a closed point b ∈ X
and a component C̄ passing through b of the pull-back σ∗D of the divisor D by σ
satisfying the following five conditions:

(1) The number of components of the normal crossing divisor σ∗D on X passing
through b is equal to dimR = dimX.

(2) The point a belongs to the complement U(X, σ∗D, b) in X of the union of
all components of σ∗D not passing through b.

We consider the pull-back (σ∗ξ)b at b of the coordinate system ξM(R) at M(R)
by σ. (σ∗ξ)b is a coordinate system associated with the normal crossing divi-
sor σ∗D ∩ U(X, σ∗D, b) on an affine open set U(X, σ∗D, b). comp(σ∗D)(b) de-
notes the set of all components of σ∗D passing through b. Note that for any
C ∈ comp(σ∗D)(b), (σ∗ξ)b(C) is a regular function over U(X, σ∗D, b) and its value
(σ∗ξ)b(C)(a) ∈ k at a is defined. The local ring OX,a of X at a is a regular local
ring containing k as a subring, the residue field OX,a/M(OX,a) is isomorphic to k
as k-algebras and OX,a is a localization of a finitely generated k-algebra. We denote
P̄ = {(σ∗ξ)b(C) − (σ∗ξ)b(C)(a)|C ∈ comp(σ∗D)(b)}, which is a parameter system
of OX,a, and we denote z̄ = (σ∗ξ)b(C̄) − (σ∗ξ)b(C̄)(a) ∈ P̄ . We consider the local
k-algebra homomorphism σ∗ : R → OX,a induced by σ.
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(3) σ∗(φ) 6= 0 and the Newton polyhedron Γ+(P̄ , σ
∗(φ)) is of z̄-Weierstrass

type.
(4) If inv(P, z, φ) > 0, then inv(P̄ , z̄, σ∗(φ)) < inv(P, z, φ).
(5) If inv(P, z, φ) = 0, then inv(P̄ , z̄, σ∗(φ)) = 0 and inv2(P̄ , z̄, σ∗(φ)) < inv2(P,

z, φ).

Remark . The smooth scheme X and the admissible composition of blowing-ups
σ : X → Spec(R) in the above theorem are concretely constructed from the Newton
polyhedron Γ+(P, φ) using the toric theory.

Now, since Γ+(P, φ) is z-simple by our assumption, the normal fan Σ of Γ+(P, φ)
has simple structure, and the support |Σ| of Σ is a regular cone with dimension equal
to dimR. Starting from the fan F(|Σ|) consisting of |Σ| and its faces and repeating
star subdivisions with center in a regular cone of dimension two, we construct most
effectively a regular subdivision Σ∗ of Σ satisfying |Σ∗| = |Σ|, which we call an
upward subdivision of Σ. We explain how to construct Σ∗ in Section 17.

Our scheme X and our morphism σ are the toric variety over Spec(R) and the
toric morphism associated with an upward subdivision Σ∗ of the normal fan Σ of
Γ+(P, φ).

In the theorem below we study properties of z-removable faces closely.

Theorem 4.2. Assume dimR ≥ 2.
Consider any element w ∈ M(Rc) with ∂w/∂z ∈ Rc×. We denote Pw = {w} ∪

(P − {z}). (Lemma 2.1.)
The bijection Pw → P sending w ∈ Pw to z ∈ P and sending any x ∈ Pw−{w} =

P −{z} to x ∈ P −{z} itself induces an isomorphism map(P,R) → map(Pw ,R) of
vector spaces over R. By this isomorphism we identify map(P,R) and map(Pw ,R).

Consider any element ψ ∈ R such that ψ 6= 0, Γ+(P, ψ) is of z-Weierstrass type
and any x ∈ P −{z} does not divide ψ. We take the unique non-negative integer h
such that {hfPz } is the unique z-top vertex of Γ+(P, ψ).

Recall that Γ+(P, ψ) ⊂ map(P,R) and {fPx |x ∈ P} is an R-basis of the vec-
tor space map(P,R). Let U = {a ∈ map(P,R)|〈fP∨

z , a〉 < h} and V = {a ∈
map(P,R)|〈fP∨

z , a〉 = 0}. We put ρ(a) = (a − 〈fP∨
z , a〉fPz )/(h− 〈fP∨

z , a〉) ∈ V for
any a ∈ U and we define a mapping ρ : U → V .

Note that V is an R-vector subspace of map(P,R) with dimV = dimmap(P,
R) − 1 and the set {fPx |x ∈ P − {z}} is an R-basis of V . Using the isomorphism

map(P − {z},R) → V of vector spaces over R sending f
P−{z}
x ∈ map(P − {z},R)

to fPx ∈ V for any x ∈ P − {z} we identify map(P − {z},R) and V .
We identify the dual vector space V ∗ of V with the vector subspace {ω̄ ∈ map(P,

R)∗|〈ω̄, fPz 〉 = 0} in the dual vector space map(P,R)∗ of map(P,R). Under this
identification (map(P,R0) ∩ V )∨|V = (map(P,R0)

∨|map(P,R)) ∩ V ∗.

(1) ρ(Γ+(Pw, ψ)∩U) is either an empty set or a rational pseudo polytope over
the lattice map(P,Z) ∩ V in V such that ρ(Γ+(Pw, ψ) ∩ U) = conv(Y ) +
(map(P,R0) ∩ V ) for some non-empty finite subset Y of map(P,Q) ∩ V .

(2) There exists uniquely an element χ0 ∈M(R′c) such that Γ+(Pz+χ0
, ψ) has

no (z + χ0)-removable faces and supp(P − {z}, χ0) ⊂ ρ(Γ+(P, ψ) ∩ U) −
ρ(Γ+(Pz+χ0

, ψ) ∩ U).
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Below, we assume that χ0 ∈ M(R′c), Γ+(Pz+χ0
, ψ) has no (z + χ0)-removable

faces and supp(P − {z}, χ0) ⊂ ρ(Γ+(P, ψ) ∩ U) − ρ(Γ+(Pz+χ0
, ψ) ∩ U) and that

v ∈ Rc×, µ ∈M(R′c) and w = v(z + µ).

(3) ρ(Γ+(Pw, ψ) ∩ U) = conv(ρ(Γ+(Pz+χ0
, ψ) ∩ U) ∪ Γ+(P − {z}, µ− χ0)).

For any face F of Γ+(Pw, ψ) with hfPz ∈ F and F ∩ U 6= ∅, F is w-
removable, if and only if, ρ(F ∩ U) ∩ ρ(Γ+(Pz+χ0

, ψ) ∩ U) = ∅.
(4) The following three conditions are equivalent:

(a) ρ(Γ+(Pw, ψ) ∩ U) = ρ(Γ+(Pz+χ0
, ψ) ∩ U).

(b) supp(P − {z}, µ− χ0) ⊂ ρ(Γ+(Pz+χ0
, ψ) ∩ U).

(c) Γ+(Pw, ψ) has no w-removable faces.
(5) ρ(Γ+(Pz+χ0

, ψ) ∩ U) = ∅, if and only if, ψ = uλh for some u ∈ R× and
some λ ∈M(R).

(6) χ0 ∈M(R′h).
(7) Assume moreover, that either ρ(Γ+(Pz+χ0

, ψ)∩U) has at most one vertex,
or dimR ≤ 3. Then, there exists w1 ∈M(R) such that ∂w1/∂z ∈ R×, and
Γ+(Pw1

, ψ) has no w1-removable faces.

We would like to solve the following problem:

Problem 4.3. Show that for any φ ∈ R with φ 6= 0, there exists a composition
σ : X → Spec(R) of finite blowing-ups with center in a closed irreducible smooth
subscheme such that the divisor on X defined by the pull-back σ∗(φ) ∈ OX(X) of
φ by σ has normal crossings.

Note here that dimR′ = dimR− 1 < dimR.
We consider the case dimR = 1.
Consider any φ ∈ R with φ 6= 0. φ has normal crossings over P .
Put X = Spec(R) and we consider the identity morphism σ : X → Spec(R) = X .

We know that σ is a composition of blowing-ups with center in a closed irreducible
smooth subscheme, and the divisor defined by σ∗(φ) = φ on X = Spec(R) has
normal crossings. We can easily solve the Problem 4.3, if dimR = 1.

Therefore, we decide that we use induction on dimR, and we can assume the
following claim (∗) whenever dimR ≥ 2.:

(∗) For any φ′ ∈ R′ with φ′ 6= 0, there exists a composition σ′ : X ′ → Spec(R′)
of finite blowing-ups with center in a closed irreducible smooth subscheme
such that the divisor on X ′ defined by the pull-back σ′∗(φ′) ∈ OX′(X ′) of
φ′ by σ′ has normal crossings.

Claim (∗) is true, if dimR ≤ 2.
Let σ′ : X ′ → Spec(R′) be any composition of blowing-ups with center in a closed

irreducible smooth subscheme. The scheme X ′ is smooth. We consider a morphism
Spec(R) → Spec(R′) induced by the inclusion ring homomorphism R′ → R, the
product scheme X = X ′ ×Spec(R′) Spec(R), the projection σ : X → Spec(R), and
the projection π : X → X ′. We know the following (Lemma 3.5.):

(1) The morphism σ is a composition of finite blowing-ups with center in a
closed irreducible smooth subscheme. The scheme X is smooth.

(2) We consider the prime divisor Spec(R/zR) on Spec(R) defined by z ∈ R.
The pull-back σ∗Spec(R/zR) of Spec(R/zR) by σ is a smooth prime divisor
of X , and σ∗Spec(R/zR) ⊃ σ−1(M(R)).

(3) The projection π : X → X ′ induces an isomorphism σ∗Spec(R/zR) → X ′.
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(4) For any closed point a ∈ X , any w ∈ M(Rh) with ∂w/∂z ∈ Rh× and any
parameter system Q′ of the local ring OX′,π(a) of X

′ at π(a), σ(a) =M(R)

and {σ∗(w)} ∪ π∗(Q′) is a parameter system of the Henselization Oh
X,a of

the local ring OX,a of X at a with π∗(Q′) ⊂ OX,a, where σ∗ : Rh →
Oh
X,a denotes the homomorphism of local k-algebras induced by σ on the

Henselizations of local rings and π∗ : OX′,π(a) → OX,a ⊂ Oh
X,a denotes the

homomorphism of local k-algebras induced by π.

The theorem below plays three roles. First, any element in PW with a positive
value of inv is reduced either to an element in RW with the same value of inv or to
an element in PW with a strictly smaller value of inv. Second, any element in RW
with a positive value of inv is reduced either to an element in SW with the same
value of inv, or to an element in PW with a strictly smaller value of inv. Third,
any element in PW with the value zero of inv is reduced to an element in SW with
the value zero of inv and with the same value of inv2.

Theorem 4.4. Assume the above (∗) and dimR ≥ 2.
Consider any element φ ∈ R and any w ∈ M(Rh) such that φ 6= 0, ∂w/∂z ∈

Rh×, and Γ+(Pw, φ) is of w-Weierstrass type, where Pw = {w} ∪ (P − {z}). By ψ
we denote a main factor of (Pw, w, φ).

There exists a composition σ′ : X ′ → Spec(R′) of finite blowing-ups with center
in a closed irreducible smooth subscheme with the following properties:

We consider the product scheme X = X ′ ×Spec(R′) Spec(R), the projection σ :
X → Spec(R) and the projection π : X → X ′. X and X ′ are smooth. Note
that for any closed point a ∈ X with σ(a) = M(R), we have the homomorphism
σ∗ : R → OX,a of local k-algebras induced by σ from R to the local ring OX,a

of X at a, the homomorphism π∗ : OX′,π(a) → OX,a of local k-algebras induced
by π from the local ring OX′,π(a) of X ′ at π(a) to OX,a and the homomorphism
σ′∗ : R′ → OX′,π(a) of local k-algebras induced by σ′ from R′ to OX′,π(a), and σ

∗

induces a homomorphism σ∗ : Rh → Oh
X,a of local k-algebras from the Henselization

Rh of R to the Henselization Oh
X,a of OX,a.

For any closed point a ∈ X with σ(a) = M(R), σ∗(φ) 6= 0, and there exists a
parameter system Q̄ of OX′,π(a) satisfying the following six conditions. We denote

P̄w = {σ∗(w)} ∪ π∗(Q̄) and by ψ̄ we denote a main factor of (P̄w, σ
∗(w), σ∗(φ)):

(1) σ′∗(x) has normal closings over Q̄ for any x ∈ Pw − {w} = P − {z}
(2) Γ+(P̄w , σ

∗(φ)) is σ∗(w)-simple.
(3) inv(P̄w , σ

∗(w), σ∗(φ)) ≤ inv(Pw, w, φ).
(4) If inv(P̄w, σ

∗(w), σ∗(φ)) = inv(Pw , w, φ) and Γ+(Pw, ψ) has no w-removable
faces, then Γ+(P̄w, ψ̄) has no σ∗(w)-removable faces.

(5) Assume that inv(P̄w, σ
∗(w), σ∗(φ)) = inv(Pw, w, φ) and w = z + χ0 where

χ0 ∈ M(R′h) is the unique element in Theorem 4.2.2. There exists an

element w̄ ∈ M(OX,a) such that ∂w̄/∂σ∗(w) ∈ Oh×
X,a and if we denote

P̄w̄ = {w̄} ∪ π∗(Q̄), then P̄w̄ is a parameter system of OX,a and Γ+(P̄w̄, ψ̄)
has no w̄-removable faces, and inv(P̄w̄ , w̄, σ

∗(φ)) = inv(Pw, w, φ).
(6) If inv(Pw , w, φ) = 0, then inv(P̄w, σ

∗(w), σ∗(φ)) = 0 and inv2(P̄w, σ
∗(w),

σ∗(φ)) = inv2(Pw, w, φ).
If w divides φ, then σ∗(w) divides σ∗(φ).

By the lemma below any non-zero element in R is reduced to an element in PW .
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Lemma 4.5. Consider any φ ∈ R with φ 6= 0. Let h = ord(φ) ∈ Z0. There exists
a mapping α : P − {z} → k such that P̄ = {z} ∪ {x − α(x)z|x ∈ P − {z}} is a
parameter system of R containing z, Γ+(P̄ , φ) is of z-Weierstrass type, the unique

z-top vertex of Γ+(P̄ , φ) is {hf P̄z }, and inv(P̄ , z, φ) ≤ h.

Corollary 4.6 (Resolution game). Consider a mathematical game with two players
A and B. At the start of the game a pair (R, φ) of any regular local ring R with
dimR ≥ 1 such that R contains k as a subring, the residue field R/M(R) is isomor-
phic to k as k-algebras and R is a localization of a finitely generated k-algebra, and
any non-zero element φ ∈ R is given. We play our game repeating the following
step. Before the first step we put (S, ψ) = (R, φ): At the start of each step, player
A chooses a composition σ : X → Spec(S) of finite blowing-ups with center in a
closed irreducible smooth subscheme. Then, player B chooses a closed point a ∈ X
with σ(a) =M(S). We have a morphism σ∗ : S → OX,a of local k-algebras induced
by σ. If the element σ∗(ψ) ∈ OX,a has normal crossings, then the palyer A wins.
Otherwise we proceed to the next step after replacing the pair (S, ψ) by the pair
(OX,a, σ

∗(ψ)).
At this game, player A can always win the game after finite steps for any R

and any non-zero element φ ∈ R, even if the characteristic of the ground field k is
positive.

Remark . Note that the pair (S, ψ) satisfies the same conditions as (R, φ) through-
out the game.

A similar game can be found in Spivakovsky [24].
By valuation theory we know that the above Corollary implies “the local uni-

formization theorem in arbitrary characteristic and in arbitrary dimension”. (Zariski
et al. [27], Zariski [26], Abhyankar [1].)

Corollary 4.7. (The local uniformization theorem in arbitrary characteristic and
in arbitrary dimension) Given any field Σ such that Σ contains k as a subfield and
Σ is finitely generated over k, given any projective model X0 of Σ and given any
valuation B of dimension zero of Σ containing k with center a0 on X0, there exists
a projective model X of Σ on which the center of B is at a smooth point a of X
such that the inclusion relation OX,a ⊃ OX0,a0 of local rings holds.

5. Basic theory of convex sets

In this section we begin the study of convex sets to develop the toric theory. The
theory of convex sets will be applied to the proof of our main theorem, Therem 4.1
in Section 19.

Let V be any vector space of finite dimension over R.
In Section 2 we defined eight mappings

conv, affi, cone, convcone, vect,Q-vect, clos, stab : 2V → 2V .

Lemma 5.1. Let X and Y be any subsets of V .

(1)

conv(∅) = affi(∅) = clos(∅) = ∅,
cone(∅) = convcone(∅) = vect(∅) = Q-vect(∅) = {0},
stab(∅) = V.
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(2)

conv(X) = {a ∈ V |a =
∑

x∈supp(λ)

λ(x)x for some λ ∈ map′(X,R0) with

∑

x∈supp(λ)

λ(x) = 1},

affi(X) ={a ∈ V |a =
∑

x∈supp(λ)

λ(x)x for some λ ∈ map′(X,R) with

∑

x∈supp(λ)

λ(x) = 1},

cone(X) =

{
{a ∈ V |a = λx for some λ ∈ R0 and some x ∈ X} if X 6= ∅,
{0} if X = ∅,

convcone(X) = {a ∈ V |a =
∑

x∈supp(λ)

λ(x)x for some λ ∈ map′(X,R0)},

vect(X) = {a ∈ V |a =
∑

x∈supp(λ)

λ(x)x for some λ ∈ map′(X,R)},

Q-vect(X) = {a ∈ V |a =
∑

x∈supp(λ)

λ(x)x for some λ ∈ map′(X,Q)}.

(3) If X is a finite set, then we have convcone(X) =
∑

x∈X R0x, vect(X) =∑
x∈X Rx, and Q-vect(X) =

∑
x∈X Qx.

(4) For any vector space W of finite dimension over R and any homomorphism
π : V → W of vector spaces over R, we have π(conv(X)) = conv(π(X)),
π(affi(X)) = affi(π(X)), π(cone(X)) = cone(π(X)), π(convcone(X)) =
convcone(π(X)), π(vect(X)) = vect(π(X)), and π(Q-vect(X)) = Q-vect(π(X)).

(5) For any a ∈ V , we have conv(X + {a}) = conv(X) + {a}, affi(X + {a}) =
affi(X) + {a}.

(6)

X ⊂ conv(X) ⊂ affi(X) ⊂ vect(X),

X ∪ {0} ⊂ cone(X) ⊂ convcone(X) ⊂ vect(X),

conv(X) ⊂ convcone(X),

X ∪ {0} ⊂ Q-vect(X) ⊂ vect(X),

X ⊂ clos(X).

(7) If X ⊂ Y , then conv(X) ⊂ conv(Y ), affi(X) ⊂ affi(Y ), cone(X) ⊂ cone(Y ),
convcone(X) ⊂ convcone(Y ), vect(X) ⊂ vect(Y ), Q-vect(X) ⊂ Q-vect(Y ),
and clos(X) ⊂ clos(Y ).

(8) conv(conv(X)) = conv(X), affi(affi(X)) = affi(X), cone(cone(X)) = cone(X),
convcone(convcone(X)) = convcone(X), vect(vect(X)) = vect(X),
Q-vect(Q-vect(X)) = Q-vect(X), and clos(clos(X)) = clos(X).
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(9)

vect(conv(X)) = conv(vect(X)) = vect(X),

vect(affi(X)) = affi(vect(X)) = vect(X),

vect(cone(X)) = cone(vect(X)) = vect(X),

vect(convcone(X)) = convcone(vect(X)) = vect(X).

(10)

convcone(conv(X)) = conv(convcone(X)) = convcone(X),

convcone(cone(X)) = cone(convcone(X)) = convcone(X).

cone(conv(X)) = conv(cone(X)) = convcone(X),

convcone(affi(X)) = cone(affi(X)) ⊂affi(convcone(X)) = affi(cone(X)) = vect(X),

(11) affi(conv(X)) = conv(affi(X)) = affi(X).
(12)

clos(affi(X)) = affi(clos(X)) = affi(X),

clos(Q-vect(X)) = clos(vect(X)) = vect(clos(X)) = vect(X),

clos(conv(X)) = conv(clos(conv(X))),

clos(cone(X)) = cone(clos(cone(X))),

clos(convcone(X)) = convcone(clos(convcone(X))).

Lemma 5.2. Let X and Y be any subsets of V .

(1) conv(X) + conv(Y ) = conv(X + Y ).
(2) affi(X) + affi(Y ) = affi(X + Y ).
(3) convcone(X) + convcone(Y ) = convcone(X ∪ Y ).
(4) vect(X) + vect(Y ) = vect(X ∪ Y ).
(5) For any vector space W of finite dimension over R and any homomorphism

π : V →W of vector spaces over R, we have π(X) + π(Y ) = π(X + Y ).

In Section 2 we defined concepts of segments, lines, convex sets, affine spaces,
cones, convex cones, vector spaces and vector spaces over Q.

Lemma 5.3. Let S be any non-empty subset of V .

(1) The following four conditions are equivalent;
(a) S is convex.
(b) For any t ∈ R0 and any u ∈ R0, tS + uS = (t+ u)S.
(c) S ⊃ conv(S).
(d) S = conv(X) for some non-empty subset X of V .

(2) If S is convex, then clos(S) is also convex, and affi(S) = affi(clos(S)).
(3) The following six conditions are equivalent;

(a) S is an affine space.
(b) For any t ∈ R and any u ∈ R with t+ u 6= 0, tS + uS = (t+ u)S.
(c) S ⊃ affi(S).
(d) S = affi(X) for some non-empty subset X of V .
(e) S 6= ∅ and S + {−a} is a vector space for some a ∈ S.
(f) S 6= ∅ and S + {−a} is a vector space for any a ∈ S.

(4) The following three conditions are equivalent;
(a) S is an affine space containing 0.
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(b) S is an affine space with S = stab(S).
(c) S is a vector space.

(5) Assume that S is an affine space. Then, stab(S) is a vector space, and we
have S = stab(S) + {a} and stab(S) = S + {−a} for any a ∈ S.

(6) Any affine space is closed and convex.
(7) 0 ∈ stab(S) ⊂ stab(affi(S)) ⊂ vect(S). stab(S) + stab(S) = stab(S).
(8) The following three conditions are equivalent;

(a) S is a cone.
(b) S ⊃ cone(S).
(c) S = cone(X) for some subset X of V .

(9) Any cone contains 0.
(10) If S is a cone, then clos(S) is also a cone, and vect(S) = vect(clos(S)).
(11) The following four conditions are equivalent;

(a) S is a convex cone.
(b) S is convex and S is a cone.
(c) S ⊃ convcone(S).
(d) S = convcone(X) for some subset X of V .

(12) Any convex cone contains 0.
(13) If S is a convex cone, then clos(S) is also a convex cone, and vect(S) =

vect(clos(S)).
(14) If S is a convex cone, then S ∩ (−S) is the maximal vector space contained

in S with respect to the inclusion relation.
(15) The following three conditions are equivalent;

(a) S is a vector space.
(b) S ⊃ vect(S).
(c) S = vect(X) for some subset X of V .

(16) Any vector space contains 0.
(17) Any vector space is closed, it is an affine space containing 0, and it is a

convex cone.
(18) The following three conditions are equivalent;

(a) S is a vector space over Q.
(b) S ⊃ Q-vect(S).
(c) S = Q-vect(X) for some subset X of V .

(19) Any vector space over Q contains 0.
(20) The following three conditions are equivalent;

(a) S is closed.
(b) S ⊃ clos(S).
(c) S = clos(X) for some subset X of V .

Lemma 5.4. Let S and T be any subsets of V .

(1) If S and T are convex, then S + T is convex. If S and T are convex and
S ∩ T 6= ∅, then S ∩ T is convex.

(2) If S and T are affine spaces, then S + T is an affine space. If S and T are
affine spaces and S ∩ T 6= ∅, then S ∩ T is an affine space.

(3) If S and T are cones, then S + T and S ∩ T are cones.
(4) If S and T are convex cones, then S + T and S ∩ T are convex cones.
(5) If S and T are vector spaces, then S + T and S ∩ T are vector spaces.
(6) If S and T are vector spaces over Q, then S+T and S∩T are vector spaces

over Q.
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For any affine space S of V , the dimension dimS of S is defined. It satisfies
dimS ∈ Z0, 0 ≤ dimS ≤ dimV and dimS = dim stab(S).

Definition 5.5. Let S be any convex subset of V . We define

dimS = dimaffi(S) ∈ Z0,

and we call dimS the dimension of S.
We define

∂S = S ∩ clos(affi(S)− S),

S◦ = S − clos(affi(S)− S),

we call ∂S the boundary of S, and we call S◦ the interior of S.

Lemma 5.6. (1) Let S be a convex subset of V . dimS ∈ Z0, and 0 ≤ dimS ≤
dim V . If S is an affine space, then the dimension of S as a convex set and
the dimension of S as an affine space are equal.

(2) For any convex set S of V , we have dimS = dimaffi(S) = dim clos(S).
(3) Let S and T be convex subsets of V with S ⊂ T . We have dimS ≤ dimT .
(4) Let S be a convex subset of V . ∂S ∪ S◦ = S. ∂S ∩ S◦ = ∅. S◦ is a

non-empty open subset of affi(S). If S is closed, then ∂S is also closed.
(5) For any convex cone S of V , we have affi(S) = vect(S), dimS = dimvect(S),

∂S = S ∩ clos(vect(S) − S), S◦ = S − clos(vect(S) − S) and S◦ is a non-
empty open subset of vect(S).

Remark . Consider any convex subset S and T of V with S ⊂ T . We have dimS ≤
dimT . If S and T are affine spaces and dimS = dimT , then we have S = T .
However, in general, it does not follow S = T from the assumption dimS = dimT .

In Section 2 we defined concepts of convex polytopes, convex polyhedral cones,
convex pseudo polytopes and simplicial cones.

Lemma 5.7. (1) Any convex polytope in V is convex, compact and closed.
(2) Any convex polyhedral cone in V is a closed convex cone.
(3) Any convex pseudo polytope in V is convex and closed.
(4) Any vector space in V is a convex polyhedral cone. Any simplicial cone in

V is a convex polyhedral cone.
(5) Any affine space in V is a convex pseudo polytope. Any convex polyhedral

cone in V is a convex pseudo polytope. Any convex polytope in V is a
convex pseudo polytope. Any compact convex pseudo polytope in V is a
convex polytope.

In Section 2 we defined concepts of lattices, dual lattices and regular cones.
By definition we know that there exists a lattice N of V . Let N be any lattice

of V .

Definition 5.8. Let S be any subset of V .

(1) We say that S is a rational convex polyhedral cone over N , or a convex
polyhedral cone S is rational over N , if there exists a finite subset X of
Q-vect(N) with S = convcone(X).

(2) We say that S is a rational convex pseudo polytope over N , or a convex
pseudo polytope S is rational over N , if there exist finite subsets X,Y of
Q-vect(N) with S = conv(X) + convcone(Y ) and X 6= ∅.
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The dual lattice N∗ is defined. We have

N∗ = {ω ∈ V ∗|〈ω, a〉 ∈ Z for any a ∈ N} ⊂ V ∗,

by definition.

Lemma 5.9. (1) N is a submodule of V , N is a free module of finite rank over
Z with rankN = dimV , and vect(N) = V .

(2) Any Z-basis of N is a Q-basis of Q-vect(N), and is a R-basis of V .
(3) For any non-empty finite subset X of N , the following three conditions are

equivalent:
(a) X is linearly independent over Z.
(b) X is linearly independent over Q.
(c) X is linearly independent over R.

(4) The dual lattice N∗ of N is a lattice of the dual vector space V ∗ of V . The
dual lattice N∗∗ of N∗ is equal to N .

(5) A convex polyhedral cone S in V is rational over N , if and only if, S =
convcone(X) for some finite subset X of N .

(6) For any vector space S in V the following three conditions are equivalent:
(a) S is a rational polyhedral cone over N .
(b) S = vect(X) for some finite subset X of N .
(c) N ∩ S is a lattice of S.

(7) For any rational polyhedral cone S over N in V , vect(S) is a rational vector
space over N in V .

(8) Any regular cone over N in V is a rational simplicial cone over N .
(9) A convex pseudo polytope S in V is rational over N , if and only if, S =

conv(X) + convcone(Y ) for some non-empty finite subset X of Q-vect(N)
and some finite subset Y of N .

(10) For any affine space S in V , the following two conditions are equivalent:
(a) S is a rational convex pseudo polytope over N .
(b) S = {x}+ vect(Y ) for some x ∈ Q-vect(N) and some finite subset Y

of N .
(11) For any rational affine space S over N in V , stab(S) is a rational vector

space over N in V .
(12) For any rational convex pseudo polytope S over N in V , affi(S) is a rational

affine space over N in V .
We consider any vector space W of finite dimension over R and any homomor-

phism π : V →W of vector spaces over R. The dual homomorphism π∗ :W ∗ → V ∗

is defined, and is a homomorphism of vector spaces over R. The kernel π−1(0) of
π is a vector subspace of V , the image π(V ) is a vector subspace of W , the image
π∗(W ∗) of π∗ is a vector subspace of V ∗, and the kernel π∗−1(0) of π∗ is a vector
subspace of W ∗.

(13) The following seven conditions are equivalent;
(a) π−1(0) is rational over N .
(b) N ∩ π−1(0) is a lattice of π−1(0).
(c) π(N) is a lattice of π(W ).
(d) There exists a lattice Q of W satisfying Q ∩ π(V ) = π(N).
(e) π∗(W ∗) is rational over N∗.
(f) N∗ ∩ π∗(W ∗) is a lattice of π∗(W ∗).
(g) There exists a lattice Q̄ of W ∗ satisfying π∗(Q̄) = N∗ ∩ π∗(W ∗).
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(14) Assume that equivalent seven conditions in the above 13 hold. For any
lattice Q̄ of W ∗ satisfying π∗(Q̄) = N∗ ∩ π∗(W ∗), Q̄ ∩ π∗−1(0) is a lattice
of π∗−1(0).

6. Convex cones and convex polyhedral cones

We study convex cones and convex polyhedral cones.
Let V be any vector space of finite dimension over R, and let N be any lattice

of V .

Definition 6.1. Let S be any cone in V . We say that S is strongly convex, if S is
convex and S ∩ (−S) = {0}.

In Section 2 we defined the dual cone S∨|V of any convex cone S in V . By
definition

S∨|V = {ω ∈ V ∗|〈ω, a〉 ≥ 0 for any a ∈ S} ⊂ V ∗,

for any convex cone S in V .

Lemma 6.2. Let S be any convex cone in V .

(1) The dual cone S∨|V of S is a closed convex cone in the dual vector space
V ∗ of V .

(2) Let W be any vector subspace in V with S ⊂W . S is a convex cone in W
and the dual cone S∨|W of S in W ∗ is defined.

Let ι : W → V denote the inclusion homomorphism. The dual homo-
morphism ι∗ : V ∗ →W ∗ is defined, which is surjective.
S∨|V = ι∗−1(S∨|W ).

(3) S∨|V ∨|V ∗ = clos(S).
(4) S∨|V ∨|V ∗ = S, if and only if, S is closed.

When we need not refer to V , we also write simply S∨, instead of S∨|V . In
Section 2 we defined the concepts of simplicial cones and regular cones.

Lemma 6.3. Let S and T be any convex cones in V .

(1) If S ⊂ T , then S∨ ⊃ T∨.
(2) Assume that S and T are closed. S ⊂ T , if and only if, S∨ ⊃ T∨.
(3) (S + T )∨ = S∨ ∩ T∨.
(4) Assume that S and T are closed. (S ∩ T )∨ = clos(S∨ + T∨).
(5) Assume that S is a vector space. By ι : S → V we denote the inclusion

homomorphism. ι∗ : V ∗ → S∗.

S∨ = {ω ∈ V ∗|〈ω, a〉 = 0 for any a ∈ S} = ι∗−1(0) ⊂ V ∗,

S∨ is also a vector space, and dimS + dimS∨ = dimV .
(6) vect(S)∨ = S∨∩ (−S∨). vect(S)∨ is the maximal vector space contained in

S∨ with respect to the inclusion relation.
(7) Assume that S is closed. vect(S∨) = (S ∩ (−S))∨ and dimS∨ = dimV −

dim(S ∩ (−S)). dimS∨ = dimV , if and only if, S is strongly convex.
(8) dimS + dimS∨ ≥ dimV . dimS + dimS∨ = dimV , if and only if, S is a

vector space.
(9) We denote n = dimV ∈ Z0. Let e : {1, 2, . . . , n} → V be any mapping

such that the image e({1, 2, . . . , n}) of e is a basis of V , and let I, J,K, L
be any subset of {1, 2, . . . , n} such that I ∪ J ∪K ∪ L = {1, 2, . . . , n} and
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the intersection of any two of I, J,K, L is empty. We denote the dual basis
of {e(i)|i ∈ {1, 2, . . . , n}} by {e∨(i)|i ∈ {1, 2, . . . , n}}. We assume

〈e∨(i), e(j)〉 =
{
1 if i = j,

0 if i 6= j,

for any i ∈ {1, 2, . . . , n} and any j ∈ {1, 2, . . . , n}.
If

S =
∑

i∈I

{0}e(i) +
∑

j∈J

Re(j) +
∑

k∈K

R0e(k) +
∑

ℓ∈L

R0(−e(ℓ)),

then

S∨ =
∑

i∈I

Re∨(i) +
∑

j∈J

{0}e∨(j) +
∑

k∈K

R0e
∨(k) +

∑

ℓ∈L

R0(−e∨(ℓ)).

(10) If S is a simplicial cone with dimS = dimV , then S∨ is a simplicial cone
with dimS∨ = dimV ∗.

(11) If S is a regular cone over N with dimS = dimV , then S∨ is a regular
cone over N∗ with dimS∨ = dimV ∗.

Remark . Assume V = R3, S = {(x, y, z) ∈ V |x ≥ 0, y ≥ 0, z ≥ −2
√
xy} and

T = {(x, y, z) ∈ V |x = 0, z ≥ 0}. S and T are closed convex cones in the vector
space V with dimV = 3. (0, 0,−1) ∈ clos(S+T ) and (0, 0,−1) 6∈ S+T . Therefore
S + T is not closed.

Lemma 6.4. For any non-empty subset S of V , the following two conditions are
equivalent:

(1) S is a regular cone over N with dimS = 1.
(2) S is a rational strongly convex polyhedral cone over N with dimS = 1.

Definition 6.5. Let S be any convex polyhedral cone in V . We consider the dual
cone S∨ = S∨|V ⊂ V ∗ of S.

(1) For any ω ∈ S∨, we denote

∆(ω, S|V ) = {x ∈ S|〈ω, x〉 = 0} ⊂ S.

When we need not refer to V or to the pair (S, V ), we also write simply
∆(ω, S) or ∆(ω), instead of ∆(ω, S|V ).

(2) Let F be any subset of S. We say that F is a face of S, if F = ∆(ω, S|V )
for some ω ∈ S∨.

It is easy to see that any face F of S is a closed convex cone, and the
dimension dimF ∈ Z0 of F , the boundary ∂F of F and the interior F ◦ of
F are defined.

Any face F of S with dimF = 0 is called a vertex of S. Any vertex of
S is a subset of S with only one element. Any face F of S with dimF = 1
is called an edge of S. Any face F of S with dimF = dimS − 1 is called a
facet of S. Any face F of S with F 6= S is called a proper face of S. The
subset S ∩ (−S) of S is called the minimal face of S.

(3) By F(S) we denote the set of all faces of S.
For any i ∈ Z, the set of all faces F with dimF = i is denoted by F(S)i,

and the set of all faces F with dimF = dimS − i is denoted by F(S)i.
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(4) Let F be any face of S. We denote

∆◦(F, S|V ) = {ω ∈ S∨|F = ∆(ω, S|V )} ⊂ S∨ ⊂ V ∗,

∆(F, S|V ) = {ω ∈ S∨|F ⊂ ∆(ω, S|V )} ⊂ S∨ ⊂ V ∗.

We call ∆◦(F, S|V ) the open normal cone of F , and we call ∆(F, S|V )
the normal cone of F .

When we need not refer to V or to the pair (S, V ), we also write simply
∆◦(F, S) or ∆◦(F ), ∆(F, S) or ∆(F ) respectively, instead of ∆◦(F, S|V ),
∆(F, S|V ).

Theorem 6.6. Let S be any convex polyhedral cone in V , and let X be any finite
subset of V with S = convcone(X). We consider the dual cone S∨ = S∨|V ⊂ V ∗ of
S. For simplicity we denote s = dimS ∈ Z0, L = S ∩ (−S) ⊂ S, ℓ = dimL ∈ Z0,
M = S∨ ∩ (−S∨) ⊂ S∨.

(1) Consider any vector space U of finite dimension over R with dimS ≤
dimU ≤ dimV , any injective homomorphism ν : U → V of vector spaces
over R such that S ⊂ ν(U), and any subset F of S. The inverse image
ν−1(S) is a convex polyhedral cone in U . The set F is a face of S, if and
only if, ν−1(F ) is a face of ν−1(S).

(2) Consider any vector space W of finite dimension over R with dimV ≤
dimW , any injective homomorphism π : V → W of vector spaces over R,
and any subset F of S. The image π(S) is a convex polyhedral cone in W .
The set F is a face of S, if and only if, π(F ) is a face of π(S).

(3) ℓ ≤ s. ℓ = s⇔ L = S ⇔ S = vect(S).
(4) Let F be any face of S.

(a) F = convcone(X ∩ F ) = S ∩ vect(F ). vect(F ) = vect(X ∩ F ).
(b) F is a convex polyhedral cone in V .
(c) If S is rational over N , then F is also rational over N . If S is a

simplicial cone, then F is also a simplicial cone. If S is a regular cone
over N , then F is also a regular cone over N .

(d) L = F ∩ (−F ) ⊂ F . ℓ ≤ dimF ≤ s.
(e) Let G be any face of S with G ⊂ F . We have dimG ≤ dimF . dimG =

dimF , if and only if, G = F .
(f) Let G be any subset of F . G is a face of the convex polyhedral cone F ,

if and only if, G is a face of S with G ⊂ F .
(g) If x ∈ S, y ∈ S and x+ y ∈ F , then x ∈ F and y ∈ F .

(5) F(S) is a finite set. S ∈ F(S)s and F(S)s = {S}. S contains any face
of S. L ∈ F(S)ℓ and F(S)ℓ = {L}. L is contained in any face of S.
L = convcone(X ∩ L) = vect(X ∩ L). For any i ∈ Z0, F(S)i 6= ∅ if and
only if ℓ ≤ i ≤ s.

(6) Let F and G be any face of S with F ⊂ G. We denote f = dimF and g =
dimG. ℓ ≤ f ≤ g ≤ s. There exist (s−ℓ+1) of faces F (ℓ), F (ℓ+1), . . . , F (s)
satisfying the following three conditions:
(a) For any i ∈ {ℓ, ℓ+ 1, . . . , s− 1}, F (i) ⊂ F (i+ 1).
(b) For any i ∈ {ℓ, ℓ+ 1, . . . , s}, dimF (i) = i.
(c) F (ℓ) = L, F (f) = F, F (g) = G,F (s) = S.

(7) Let F be any face of S.
(a) F = ∂F ∪ F ◦. ∂F ∩ F ◦ = ∅.
(b) F ◦ = F ⇔ ∂F = ∅ ⇔ F = L.
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(c)

∂F =
⋃

G∈F(F )−{F}

G.

(d) F ◦ is a non-empty open subset of vect(F ). For any a ∈ F ◦ and for
any b ∈ F , conv({a, b})− {b} ⊂ F ◦. F ◦ is convex. clos(F ◦) = F .

(8) Consider any m ∈ Z+ and any mapping F : {1, 2, . . . ,m} → F(S). The
intersection ∩i∈{1,2,...,m}F (i) is a face of S.

(9) Any proper face F of S is the intersection of all facets of S containing F .
(10) We consider any two faces F,G of S. F ◦ ∩ G 6= ∅, if and only if, F ⊂ G.

F ◦ ∩G◦ 6= ∅, if and only if, F = G.
(11) M = ∆(S) = vect(S)∨.
(12) Assume ℓ < s. Let F ∈ F(S)1 be any facet.

(a) M ⊂ ∆(F ). M 6= ∆(F ).
(b) For any ωF ∈ ∆(F )−M we have ∆(F ) = R0ωF +M .
(c) If S is rational over N , then (∆(F )−M) ∩N∗ 6= ∅.

(13) Note that ℓ < s, if and only if, F(S)1 6= ∅. In case ℓ < s we take any
element ωF ∈ ∆(F )−M for any F ∈ F(S)1.

S∨ = convcone({ωF |F ∈ F(S)1}) +M, S =
⋂

F∈F(S)1

(R0ωF )
∨ ∩ vect(S).

(14) S∨ is a convex polyhedral cone in V ∗. If S is rational over N , then S∨ is
rational over N∗.

(15) Let F be any face of S.
(a) ∆(F ) is a face of S∨.
(b) ∆(F ) = vect(F )∨ ∩ S∨. vect(∆(F )) = vect(F )∨.
(c) ∆◦(F ) = ∆(F )◦. ∆(F ) = clos(∆◦(F )).

(16) For any face F of S, ∆(F, S|V ) is a face of S∨, and dim∆(F, S|V ) =
dim V − dimF . For any two faces F , G of S with F ⊂ G, ∆(F, S|V ) ⊃
∆(G,S|V ).

For any face F̄ of S∨, ∆(F̄ , S∨|V ∗) is a face of S, and dim∆(F̄ , S∨|V ∗) =
dim V −dim F̄ . For any two faces F̄ , Ḡ of S∨ with F̄ ⊂ Ḡ, ∆(F̄ , S∨|V ∗) ⊃
∆(Ḡ, S∨|V ∗).

The mapping from F(S) to F(S∨) sending F ∈ F(S) to ∆(F, S|V ) ∈
F(S∨) and the mapping from F(S∨) to F(S) sending F̄ ∈ F(S∨) to
∆(F̄ , S∨|V ∗) ∈ F(S) are bijective mappings reversing the inclusion relation
between F(S) and F(S∨), and they are the inverse mappings of each other.
Furthermore, if F ∈ F(S) and F̄ ∈ F(S∨) correspond to each other by
them, then dimF + dim F̄ = dimV .

(17) Assume ℓ < s. Let F ∈ F(S)ℓ+1 be any element.
(a) L ⊂ F . L 6= F .
(b) For any tF ∈ F − L we have F = R0tF + L.

(18) In case ℓ < s we take any element tF ∈ F − L for any F ∈ F(S)ℓ+1. Note
that ℓ < s, if and only if, F(S)ℓ+1 6= ∅.

S = convcone({tF |F ∈ F(S)ℓ+1}) + L, S∨ =
⋂

F∈F(S)ℓ+1

(R0tF )
∨ ∩ vect(S∨).

(19) S is strongly convex⇔ {0} is a face of S ⇔ S contains no vector subspace
of V of dimension positive ⇔ S ∩ (−S) = {0} ⇔ dimS∨ = dimV .
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(20) The family {F ◦|F ∈ F(S)} of subsets of S gives the equivalence class de-
composition of S. In other words, the following three conditions hold:
(a) F ◦ 6= ∅ for any F ∈ F(S).
(b) If F ∈ F(S), G ∈ F(S), and F ◦ ∩G◦ 6= ∅, then F ◦ = G◦.
(c)

S =
⋃

F∈F(S)

F ◦.

(21) F(S) is a fan in V , and the support of F(S) is equal to S. In other words,
the following four conditions hold:
(a) F(S) is a non-empty finite set whose elements are convex polyhedral

cones in V .
(b) For any F ∈ F(S) and for any G ∈ F(S), F ∩G is a face of F , and

F ∩G is a face of G.
(c) If F ∈ F(S) and G is a face of F , then G ∈ F(S).
(d)

S =
⋃

F∈F(S)

F.

(22) Consider any vector space W of finite dimension over R and any homo-
morphism π : V →W of vector spaces over R. The image π(S) is a convex
polyhedral cone in W , and it satisfies π(S)◦ = π(S◦).

Proof. See Fulton [8] and Cox [7]. �

Corollary 6.7. (1) For any convex polyhedral cone S in V , the dual cone S∨

is a convex polyhedral cone in V ∗. If moreover, S is rational over N , then
S∨ is rational over N∗.

(2) For any convex polyhedral cones S and T in V , S+T and S∩T are convex
polyhedral cones in V . If moreover, S and T are rational over N , then
S + T and S ∩ T are rational over N .

(3) For any convex polyhedral cones S and T in V , (S + T )∨ = S∨ ∩ T∨ and
(S ∩ T )∨ = S∨ + T∨.

(4) For any convex polyhedral cone S in V , any vector space W of finite di-
mension over R and any homomorphism π : V → W of vector spaces over
R, π(S) is a convex polyhedral cone in W . If moreover, S and π−1(0) are
rational over N , then π(S) is rational over Q for any lattice Q of W with
π(N) = Q ∩ π(V ).

(5) For any convex polyhedral cone S in V , any vector space U of finite di-
mension over R and any homomorphism ν : U → V of vector spaces over
R, ν−1(S) is a convex polyhedral cone in U . If moreover, S and ν(U) are
rational over N , then ν−1(S) is rational over K for any lattice K of U with
ν(K) = N ∩ ν(U).

Lemma 6.8. Let m ∈ Z+ be any positive integer, and let S be any mapping from
the set {1, 2, . . . ,m} to the set of all convex polyhedral cones in V . We denote

S̄ =
⋂

i∈{1,2,...,m}

S(i) ⊂ V.

(1) S̄ is a convex polyhedral cone in V . S̄∨ =
∑

i∈{1,2,...,m} S(i)
∨. If S(i) is

rational over N for any i ∈ {1, 2, . . . ,m}, then S̄ is rational over N .
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(2) If ∩i∈{1,2,...,m}S(i)
◦ 6= ∅, then S̄◦ = ∩i∈{1,2,...,m}S(i)

◦.

Let F̄ be any face of S̄.

(3) There exists uniquely a face F (i) of S(i) with F̄ ◦ ⊂ F (i)◦ for any i ∈
{1, 2, . . . ,m}.

Below, we assume that F (i) ∈ F(S(i)) and F̄ ◦ ⊂ F (i)◦ for any i ∈ {1, 2, . . . ,m}.
(4) F̄ ⊂ F (i) for any i ∈ {1, 2, . . . ,m}.
(5)

F̄ =
⋂

i∈{1,2,...,m}

F (i).

(6)

F̄ ◦ =
⋂

i∈{1,2,...,m}

F (i)◦.

(7)

vect(F̄ ) =
⋂

i∈{1,2,...,m}

vect(F (i)).

(8)

∆(F̄ , S̄) =
∑

i∈{1,2,...,m}

∆(F (i), S(i)).

Let G(i) be any face of S(i) for any i ∈ {1, 2, . . . ,m}.
(9) The intersection ∩i∈{1,2,...,m}G(i) is a face of S̄.

(10) If F̄ ⊂ G(i) then F (i) ⊂ G(i), for any i ∈ {1, 2, . . . ,m}.
(11) If

F̄ =
⋂

i∈{1,2,...,m}

G(i),

then F (i) ⊂ G(i) for any i ∈ {1, 2, . . . ,m} and the following three conditions
are equivalent:
(a) ⋂

i∈{1,2,...,m}

G(i)◦ 6= ∅.

(b) F (i) = G(i) for any i ∈ {1, 2, . . . ,m}.
(c)

F̄ ◦ =
⋂

i∈{1,2,...,m}

G(i)◦

7. Simplicial cones and regular cones

We study simplicial cones and regular cones.
Let V be any vector space of finite dimension over R, and let N be any lattice

of V .

Lemma 7.1. Let S be any simplicial cone in V .

(1) The cone S is strongly convex. The set {0} is a face of S.
(2) ♯F(S)1 = dimS. 0 ≤ dimS ≤ dimV .
(3) Any face of S is a simplicial cone in V . For any face F of S, F(F ) ⊂ F(S)

and F(F )1 ⊂ F(S)1.

Lemma 7.2. Let S be any simplicial cone in V .
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(1) F(F )1 ∈ 2F(S)1 and ♯F(F )1 = dimF for any F ∈ F(S). F(F )1 ⊂ F(G)1
for any F ∈ F(S) and any G ∈ F(S) with F ⊂ G.∑

E∈X E ∈ F(S) and dim(
∑

E∈X E) = ♯X for any X ∈ 2F(S)1 .
∑

E∈X E ⊂∑
E∈Y E for any X ∈ 2F(S)1 and any Y ∈ 2F(S)1 with X ⊂ Y .

The mapping from F(S) to 2F(S)1 sending F ∈ F(S) to F(F )1 ∈ 2F(S)1

and the mapping from 2F(S)1 to F(S) sending X ∈ 2F(S)1 to
∑

E∈X E ∈
F(S) are bijective mappings preserving the inclusion relation between F(S)
and 2F(S)1, and they are the inverse mappings of each other.

Furthermore, if F ∈ F(S) corresponds to X ∈ 2F(S)1 by them, then
dimF = ♯X. The element {0} ∈ F(S) corresponds to ∅ ∈ 2F(S)1 by them,
and S ∈ F(S) corresponds to F(S)1 ∈ 2F(S)1 by them.

(2) For any X ∈ 2F(S)1 and any Y ∈ 2F(S)1,

(
∑

E∈X

E) ∩ (
∑

E∈Y

E) =
∑

E∈X∩Y

E,

(
∑

E∈X

E) + (
∑

E∈Y

E) =
∑

E∈X∪Y

E.

(3) For any F ∈ F(S) and any G ∈ F(S) the following claims hold:
(a) F ∩G ∈ F(S) and F(F ∩G)1 = F(F )1 ∩ F(G)1.
(b) F + G ∈ F(S) and F(F + G)1 = F(F )1 ∪ F(G)1. F ⊂ F + G and

G ⊂ F+G. If H ∈ F(S) satisfies F ⊂ H and G ⊂ H, then F+G ⊂ H.
(F +G)◦ = F ◦ +G◦.

(c) F ∩G = {0} and F +G = S, if and only if, F(F )1 ∩ F(G)1 = ∅ and
F(F )1 ∪ F(G)1 = F(S)1

Definition 7.3. Let S be any simplicial cone in V , and let F be any face of S. We
denote

F op|S =
∑

E∈F(S)1−F(F )1

E ∈ F(S),

and we call F op|S the opposite face of F over S. When we need not refer to S, we
also write simply F op, instead of F op|S.
Lemma 7.4. Let S be any simplicial cone in V .

(1) For any face F of S, the following claims hold:
(a) F op = F op|S is a face of S. dimF + dimF op = dimS.
(b) F ∩ F op = {0} and F + F op = S. If G ∈ F(S), F ∩ G = {0} and

F +G = S, then G = F op.
(c) (F op)op = F .
(d) F(F op)1 = F(S)1−F(F )1. If G ∈ F(S) and F(G)1 = F(S)1−F(F )1,

then G = F op

(2) {0}op = S. Sop = {0}.
(3) For any F ∈ F(S) and any G ∈ F(S), the following claims hols:

(a) F ⊂ G, if and only if, F op ⊃ Gop.
(b) (F ∩G)op = F op +Gop.
(c) (F +G)op = F op ∩Gop.

(4) Consider any F ∈ F(S) and any G ∈ F(S) with F ⊂ G. F ∈ F(G),
F op|G = (F op|S)∩G, F op|S = (F op|G)+(Gop|S) and (F op|G)∩(Gop|S) =
{0}.
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(5) The mapping from F(S) to itself sending F ∈ F(S) to F op ∈ F(S) is a
bijective mapping reversing the inclusion relation. Its inverse mapping is
equal to itself.

Lemma 7.5. Let S be any simplicial cone in V with dimS = dimV and let B
be any R-basis of V with S = convcone(B). The dual basis of B is denoted by
{f∨|f ∈ B}. {f∨|f ∈ B} is an R-basis of V ∗ and for any f ∈ B and any g ∈ B

〈g∨, f〉 =
{
1 if g = f,

0 if g 6= f.

S∨ = S∨|V = convcone({f∨|f ∈ B}). For any subset X of B,
∑
f∈X R0f is a

face of S,
∑
f∈X R0f

∨ is a face of S∨, and

∆((
∑

E∈X

R0f)
op|S, S) =

∑

E∈X

R0f
∨,

∆((
∑

E∈X

R0f
∨)op|S∨, S∨) =

∑

E∈X

R0f.

Lemma 7.6. Let S be any regular cone over N in V .

(1) The cone S is a rational simplicial cone over N in V .
(2) The intersection N ∩ vect(S) is a lattice of vect(S). S is a regular cone

over N ∩vect(S) in vect(S). The residue module N/(N ∩vect(S)) is a free
module over Z of finite rank. rank(N/(N ∩ vect(S))) = dimV − dimS.

(3) Any face of S is a regular cone over N in V .
(4) If dimS = 1, then there exists uniquely an element bS/N of S∩N satisfying

S ∩N = Z0bS/N .

Definition 7.7. Let S be any regular cone over N in V .
If dimS = 1, we take the unique element bS/N of S∩N satisfying S∩N = Z0bS/N .
If dimS 6= 1, we put

bS/N =
∑

E∈F(S)1

bE/N ∈ S ∩N.

We call bS/N ∈ S ∩ N the barycenter of S over N . When we need not refer to
N , we also write simply bS , instead of bS/N .

Lemma 7.8. Let S be any regular cone over N in V .

(1) The set {bE|E ∈ F(S)1} is a Z-basis of the lattice N ∩ vect(S) of vect(S),
and it is an R-basis of the vector space vect(S).

S =
∑

E∈F(S)1

R0bE = convcone({bE|E ∈ F(S)1}),

S◦ =
∑

E∈F(S)1

R+bE .

For any E ∈ F(S)1, E = R0bE. F(S)1 = {R0bE|E ∈ F(S)1}.
(2) If a basis B over Z of N and a subset C of B satisfies S = convcone(C),

then ♯C = dimS and C = {bE|E ∈ F(S)1}.
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Lemma 7.9. (1) For any regular cone S over N in V with dimS = dimV ,
the set {bE|E ∈ F(S)1} is a Z-basis of N .

For any Z-basis B of N , convcone(B) is a regular cone over N in V
with dim convcone(B) = dim V .

The mapping sending any regular cone S over N in V with dimS =
dim V to {bE|E ∈ F(S)1} and the mapping sending any Z-basis B of N
to convcone(B) are bijective mappings between the set of all rgular cones S
over N in V with dimS = dimV and the set of all Z-bases B of N , and
they are the inverse mappings of each other.

Below we consider any regular cone S over N in V with dimS = dimV . Note
that {bE|E ∈ F(S)1} is a Z-basis of N and it is an R-basis of V . By {b∨E |E ∈
F(S)1} we denote the dual basis of {bE|E ∈ F(S)1}, which is a R-basis of V ∗. We
assume that for any D ∈ F(S)1 and any E ∈ F(S)1

〈b∨D, bE〉 =
{
1 if D = E,

0 if D 6= E.

(2) The set {b∨E |E ∈ F(S)1} is a Z-basis of N∗.
(3) S∨ is a regular cove over N∗ in V ∗ with dimS∨ = dimV ∗.

S∨ = convcone({b∨E |E ∈ F(S)1}).
For any E ∈ F(S)1, R0b

∨
E ∈ F(S∨)1 and bR0b∨E

= b∨E. F(S∨)1 = {R0b
∨
E |E ∈

F(S)1}, and {bD|D ∈ F(S∨)1} = {b∨E|E ∈ F(S)1}.
Lemma 7.10. Let S be any regular cone over N in V .

(1) Let W be any vector space of finite dimension over R, let Q be any lattice
of W , and let T be any regular cone over Q in W . dimS = dimT , if and
only if, there exists an isomorphism φ : vect(S) → vect(T ) of vector spaces
over R satisfying φ(S) = T and φ(N ∩ vect(S)) = Q ∩ vect(T ).

(2) bS = bS/N ∈ S◦ ∩N . R0bS ∩N = Z0bS.
(3) Consider any a ∈ S ∩N with R0a∩N = Z0a. φ(a) = a for any homomor-

phism φ : vect(S) → vect(S) of vector spaces over R satisfying φ(S) = S
and φ(N ∩ vect(S)) = N ∩ vect(S), if and only if, a = 0 or a = bS.

(4) bS = 0 ⇔ dimS = 0. R0bS ⊂ S. R0bS = S ⇔ R0bS is a face of S ⇔
dimS ≤ 1

(5) Assume F ∈ F(S), dimF ≥ 1,Λ ∈ F(S), and F 6⊂ Λ.
(a) Λ+R0bF is a regular cone over N in V . dim(Λ+R0bF ) = dimΛ+1.
(b) R0bF ∈ F(Λ + R0bF )1. Λ ∈ F(Λ + R0bF )

1. R0bF ∩ Λ = {0}. R0bF =
Λop|(Λ + R0bF ). Λ = (R0bF )

op|(Λ + R0bF ).
(c) F(Λ) ⊂ {Λ′ ∈ F(S)|F 6⊂ Λ′}. F(Λ) = {Λ′ ∈ F(Λ + R0bF )|R0bF 6⊂

Λ′}. {Λ′ + R0bF |Λ′ ∈ F(Λ)} = {Λ′ ∈ F(Λ + R0bF )|R0bF ⊂ Λ′}.
(d) Λ + R0bF ⊂ Λ + F ∈ F(S). (Λ + R0bF )

◦ ⊂ (Λ + F )◦.
(e) If dimF ≥ 2, then Λ + R0bF 6∈ F(S). If dimF = 1, then Λ + R0bF =

Λ+ F ∈ F(S).

8. Fans

We begin the study of fans. We define notations and concepts to develop our
theory.

Let V be any vector space of finite dimension over R, and let N be any lattice
of V . Let Φ be any finite set whose elements are convex polyhedral cones in V .
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We say that Φ is strongly convex, if any ∆ ∈ Φ is strongly convex. We say that
Φ is simplicial, if any ∆ ∈ Φ is a simplicial cone. We say that Φ is rational over N ,
if any ∆ ∈ Φ is rational over N . We say that Φ is regular over N , if any ∆ ∈ Φ is
a regular cone over N .

We denote

|Φ| =
⋃

∆∈Φ

∆ ⊂ V,

|Φ|◦ =
⋃

∆∈Φ

∆◦ ⊂ V.

We call |Φ| and |Φ|◦ the support of Φ and the open support of Φ respectively. We
denote

Φmax = {∆ ∈ Φ| If Λ ∈ Φ and ∆ ⊂ Λ, then ∆ = Λ} ⊂ Φ.

We call any element in Φmax a maximal element of Φ and we call Φmax the set of
maximal elements of Φ.

Note that F(∆) is a non-empty finite set whose elements are convex polyhedral
cones in V for any ∆ ∈ Φ. We denote

Φfc =
⋃

∆∈Φ

F(∆) ⊂ 2V ,

and we call Φfc the face closure of Φ.
In case Φ 6= ∅ we define

dimΦ = max{dim∆|∆ ∈ Φ} ∈ Z0,

and we call dimΦ the dimension of Φ. In case Φ = ∅ we do not define dimΦ. For
any i ∈ Z we denote

Φi = {∆ ∈ Φ| dim∆ = i},

Φi =

{
{∆ ∈ Φ| dim∆ = dimΦ− i} if Φ 6= ∅,
∅ if Φ = ∅.

Φi and Φi are subsets of Φ.
Consider any subset F of V . We denote

Φ\F = {∆ ∈ Φ|∆ ⊂ F} ⊂ Φ,

Φ/F = {∆ ∈ Φ|∆ ⊃ F} ⊂ Φ.

Consider any vector space W of finite dimension and any homomorphism π :
V →W of vector spaces over R. We denote

π∗Φ = {π(∆)|∆ ∈ Φ} ⊂ 2W ,

and we call π∗Φ the push-down of Φ by π.
Consider any vector space U of finite dimension and any homomorphism ν : U →

V of vector spaces over R. We denote

ν∗Φ = {ν−1(∆)|∆ ∈ Φ} ⊂ 2U ,

and we call ν∗Φ the pull-back of Φ by ν.
Consider the case Φ 6= ∅. We say that Φ is flat, if dimΦ = dimvect(|Φ|) and

Φmax = Φ0. Let ∆ ∈ Φ be any element. We say that Φ is starry with center in ∆,
if Φ = (Φ/∆)fc.
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Lemma 8.1. Let Φ be any finite set whose elements are convex polyhedral cones
in V .

(1) |Φ| is a closed subset of V . If |Φ| 6= ∅, |Φ| is a cone in V .
(2) |Φ|◦ ⊂ |Φ|. clos(|Φ|◦) = |Φ|.
(3) Φmax ⊂ Φ. (Φmax)max = Φmax. |Φmax| = |Φ|.
(4) Φfc is a finite set whose elements are convex polyhedral cones in V . Φ ⊂ Φfc.

(Φfc)fc = Φfc. |Φfc| = |Φ|. (Φfc)max = Φmax. If Φ is simplicial, then Φfc is
also simplicial. If Φ is rational over N , then Φfc is also rational over N .
If Φ is regular over N , then Φfc is also regular over N .

(5) Consider any vector space W of finite dimension and any homomorphism
π : V → W of vector spaces over R. The set π∗Φ is a finite set whose
elements are convex polyhedral cones in W . |π∗Φ| = π(|Φ|). If Φ and
π−1(0) are rational over N , then π∗Φ is rational over Q for any lattice Q
of W with π(N) = Q ∩ π(V ).

(6) idV ∗Φ = Φ. For any vector spaces W , W ′ of finite dimension and any
homomorphisms π : V → W , π′ : W → W ′ of vector spaces over R,
(π′π)∗Φ = π′

∗π∗Φ.
(7) Consider any vector space U of finite dimension and any homomorphism

ν : U → V of vector spaces over R. The set ν∗Φ is a finite set whose
elements are convex polyhedral cones in U . |ν∗Φ| = ν−1(|Φ|). If Φ and
ν(U) are rational over N , then ν∗Φ is rational over K for any lattice K of
U with ν(K) = N ∩ ν(U).

(8) id∗
VΦ = Φ. For any vector spaces U , U ′ of finite dimension and any

homomorphisms ν : U → V , ν′ : U ′ → U of vector spaces over R,
(νν′)∗Φ = ν′∗ν∗Φ.

(9) Consider any vector spaces W , U of finite dimension and any homomor-
phisms π : V →W , ν : U → V of vector spaces over R.

Φ = ∅ ⇔ |Φ| = ∅ ⇔ 0 6∈ |Φ| ⇔ |Φ|◦ = ∅ ⇔ Φmax = ∅ ⇔ Φfc = ∅ ⇔
π∗Φ = ∅ ⇔ ν∗Φ = ∅.

If Φ 6= ∅, then dimπ∗Φ ≤ dimΦ = dimΦmax = dimΦfc ≤ dimvect(|Φ|).
(10) Consider any subset Σ of Φ, any i ∈ Z, any subset F of V , any vector

spaces W , U of finite dimension and any homomorphisms π : V → W ,
ν : U → V of vector spaces over R.

|Σ| ⊂ |Φ|, |Σ|◦ ⊂ |Φ|◦, Σfc ⊂ Φfc, Σi ⊂ Φi, Σ\F ⊂ Φ\F , Σ/F ⊂ Φ/F ,
π∗Σ ⊂ π∗Φ, and ν

∗Σ ⊂ ν∗Φ.
(11) Let F and G be any subsets of V . If F ⊃ G, (Φ\F )\G = Φ\G. If F ⊂ G,

(Φ/F )/G = Φ/G. Φ\F = Φ ⇔ |Φ| ⊂ F .
(12) Assume Φ 6= ∅.

Φmax ⊃ Φ0 6= ∅. Φmax = Φ0, if and only if, dim∆ = dimΦ for any
∆ ∈ Φmax.

The following four conditions are equivalent:
(a) Φ is flat. In other words, dimΦ = dim vect(|Φ|) and Φmax = Φ0.
(b) dim∆ = dimvect(|Φ|) for any ∆ ∈ Φmax.
(c) vect(∆) = vect(|Φ|) for any ∆ ∈ Φmax.
(d) vect(∆) = vect(Λ) for any ∆ ∈ Φmax and any Λ ∈ Φmax.

Definition 8.2. (1) Any subset Σ of 2V satisfying the following three condi-
tions is called a fan in V .
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(a) The set Σ is a non-empty finite set whose elements are convex poly-
hedral cones in V .

(b) For any ∆ ∈ Σ and any Λ ∈ Σ, ∆ ∩ Λ is a face of ∆, and ∆ ∩ Λ is a
face of Λ.

(c) For any ∆ ∈ Σ and any face Λ of ∆, Λ ∈ Σ.
(2) Let Σ be any fan in V . We call an element L ∈ Σ the mimimum element

of Σ, if dimL ≤ dim∆ for any ∆ ∈ Σ.
(3) Let Σ and Φ be any finite sets whose elements are convex polyhedral cones

in V .
If for any ∆ ∈ Σ there exists Λ ∈ Φ with ∆ ⊂ Λ, then we say that Σ is

a subdivision of Φ.
(4) Let J be any finite set and let Φ be any mapping from J to the set of all

finite sets whose elements are convex polyhedral cones in V . For any j ∈ J ,
Φ(j) is a finite set whose elements are convex polyhedral cones in V . We
denote
∧⋂

j∈J

Φ(j) = {∆̄ ∈ 2V |∆̄ = ∩j∈J∆(j) for some mapping ∆ : J → 2V

such that ∆(j) ∈ Φ(j) for any j ∈ J} ⊂ 2V ,

and we call ∩̂j∈JΦ(j) the real intersection of Φ(j), j ∈ J .
Note that ∩̂j∈JΦ(j) is different from the intersection ∩j∈JΦ(j) of Φ(j), j ∈

J .
When J = {1, 2, . . . ,m} for some m ∈ Z+, we also denote

Φ(1)∩̂Φ(2)∩̂ · · · ∩̂Φ(m) =
∧⋂

j∈J

Φ(j).

(5) Let Σ be any fan in V , let W be any vector space of finite dimension over
R, let T be any subset of W , and let φ : |Σ| → T be any mapping.

We say that φ is piecewise linear, if for any ∆ ∈ Σ there exists a
homomorphism φ∆ : vect(∆) → W of vector spaces over R such that
φ(a) = φ∆(a) for any a ∈ ∆.

(6) Let Σ be any fan in V , and let φ : |Σ| → R be any piecewise linear function.
Assume that Σ is rational over N . We say that φ is rational over N , if

for any ∆ ∈ Σ, there exists a linear function φ∆ : vect(∆) → R such that
φ(a) = φ∆(a) for any a ∈ ∆ and φ∆(N ∩ vect(∆)) ⊂ Q.

Assume that the support |Σ| of Σ is convex. We say that φ is convex
over Σ, if the following two conditions are satisfied:
(a) For any a ∈ |Σ|, any b ∈ |Σ| and any t ∈ R with 0 ≤ t ≤ 1, φ((1 −

t)a+ tb) ≥ (1− t)φ(a) + tφ(b).
(b) If a ∈ |Σ|, b ∈ |Σ|, t ∈ R, 0 < t < 1 and φ((1− t)a+ tb) = (1− t)φ(a)+

tφ(b), then {a, b} ⊂ ∆ for some ∆ ∈ Σ.

Example 8.3. Let S be any convex polyhedral cone in V . F(S) is a fan in V .
|F(S)| = S. If S is a simplicial cone, then F(S) is a simplicial fan. If S is a rational
convex polyhedral cone over N , then F(S) is a rational fan over N . If S is a regular
cone over N , then F(S) is a regular fan over N .

Lemma 8.4. Let Σ be any fan in V .
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(1) ∆ ∩ Λ ∈ Σ for any ∆ ∈ Σ and any Λ ∈ Σ.
(2) Consider any ∆ ∈ Σ and any Λ ∈ Σ. The following three conditions are

equivalent:
(a) ∆ ⊂ Λ.
(b) ∆ is a face of Λ.
(c) ∆◦ ∩ Λ 6= ∅.

(3) Consider any ∆ ∈ Σ and any Λ ∈ Σ. The following three conditions are
equivalent:
(a) ∆ = Λ.
(b) dim∆ = dimΛ and ∆ ⊂ Λ, or dim∆ = dimΛ and ∆ ⊃ Λ.
(c) ∆◦ ∩ Λ◦ 6= ∅.

(4) Σ = Σfc = (Σmax)fc. |Σ| = |Σ|◦ = |Σmax|. For any subset Φ of Σ, Φfc =
Σ\|Φ| ⊂ Σ. For any ∆ ∈ Σ, F(∆) = {∆}fc = Σ\∆ ⊂ Σ.

(5) The family {∆◦|∆ ∈ Σ} of subsets of V gives an equivalence class decom-
position of |Σ|, in other words, the following three conditions hold:
(a) ∆◦ 6= ∅ for any ∆ ∈ Σ.
(b) If ∆◦ ∩ Λ◦ 6= ∅, then ∆◦ = Λ◦ for any ∆ ∈ Σ and any Λ ∈ Σ.
(c)

|Σ| =
⋃

∆∈Σ

∆◦.

(6) For any subset Φ of Σ, the following three conditions are equivalent:
(a) Φ is a fan in V .
(b) Φ 6= ∅ and Σ\∆ ⊂ Φ for any ∆ ∈ Φ.
(c) Φ 6= ∅ and Φ = Φfc.

(7) For any non-empty subset Φ of Σ, Φfc is a fan in V .
(8) Consider any subset F of V . If Σ\F 6= ∅, then Σ\F is a fan. If Σ−(Σ/F ) 6=

∅, then Σ− (Σ/F ) is a fan.
(9) For any subset X of |Σ|, the following three conditions are equivalent:

(a) X is a closed subset of V .
(b) X is a closed subset of |Σ|.
(c) X ∩∆ is a closed subset of ∆ for any ∆ ∈ Σ.

(10) For any subset Y of |Σ|, the following two conditions are equivalent:
(a) Y is an open subset of |Σ|.
(b) Y ∩∆ is an open subset of ∆ for any ∆ ∈ Σ.

(11) Consider any ∆ ∈ Σ. ∆ ∈ Σmax, if and only if, ∆◦ is an open subset of
|Σ|.

(12) Consider any L ∈ Σ. The following five conditions are equivalent:
(a) L is the minimum element of Σ, in other words, dimL ≤ dim∆ for

any ∆ ∈ Σ.
(b) L ⊂ ∆ for any ∆ ∈ Σ.
(c) L = ∆ ∩ (−∆) for any ∆ ∈ Σ.
(d) L = ∆ ∩ (−∆) for some ∆ ∈ Σ.
(e) L is a vector subspace over R of V .
There exists a unique element L ∈ Σ satisfying the above five conditions.

Below, we assume that L ∈ Σ is the minimum element of Σ.

(13) ΣdimL = {L}. Σi 6= ∅, if and only if, dimL ≤ i ≤ dimΣ for any i ∈ Z.
Σi 6= ∅, if and only if, 0 ≤ i ≤ dimΣ− dimL for any i ∈ Z.
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(14) L = ∆∩(−∆) ∈ F(∆), ∆+L = ∆, ∆◦+L = ∆◦ and vect(∆)+L = vect(∆)
for any ∆ ∈ Σ.

(15) Σ is strongly convex, if and only if, L = {0}, if and only if, {0} ∈ Σ.
(16) Σ is rational over N , if and only if, any ∆ ∈ Σ with dim∆ ≤ dimL+ 1 is

rational over N .

Below, we consider any vector space W of finite dimension over R and any homo-
morphism π : V →W of vector spaces over R satisfying π−1(0) ⊂ L.

(17) The push-down π∗Σ is a fan in W , and π∗π∗Σ = Σ.
(18) For any ∆ ∈ Σ, π(∆) ∈ π∗Σ. For any ∆̄ ∈ π∗Σ, π

−1(∆̄) ∈ Σ.
The mapping from Σ to π∗Σ sending any ∆ ∈ Σ to π(∆) ∈ π∗Σ and the

mapping from π∗Σ to Σ sending any ∆̄ ∈ π∗Σ to π−1(∆̄) ∈ Σ are bijective
mappings preserving the inclusion relation between Σ and π∗Σ, and they
are the inverse mappings of each other.

Furthermore, if ∆ ∈ Σ and ∆̄ ∈ π∗Σ correspond to each other by them,
the following equalities hold:
(a) dim ∆̄ = dim∆− dimπ−1(0).
(b) vect(∆̄) = π(vect(∆)), π−1(vect(∆̄)) = vect(∆).
(c) ∆̄◦ = π(∆◦), π−1(∆̄◦) = ∆◦.
(d) F(∆̄) = π∗F(∆), π∗F(∆̄) = F(∆).

Lemma 8.5. Let Σ be any simplicial fan in V and let H ∈ Σ be any element.
Assume Σ is starry with center in H, in other words, Σ = (Σ/H)fc.

Let W = V/vect(H) denote the residue vector space of V by vect(H) and π :
V →W denote the canonical surjective homomorphism of vector spaces over R.

(1) The push-down π∗Σ is a simplicial fan in W . dimπ∗Σ = dimΣ− dimH.
(2) If Σ is rational over N , then π(N) is a lattice in W and π∗Σ is rational

over π(N). If Σ is regular over N , then π(N) is a lattice in W and π∗Σ is
regular over π(N). If Σ is flat, then π∗Σ is flat.

Let Σ̄ = {∆ ∈ Σ|∆ ∩H = {0}} ⊂ Σ.

(3) Σ̄ is a simplicial fan in V . dim Σ̄ = dimΣ − dimH. If Σ is rational over
N , then Σ̄ is rational over N . If Σ is regular over N , then Σ̄ is regular
over N .

(4) For any ∆ ∈ Σ̄, π(∆) ∈ π∗Σ. For any ∆̄ ∈ Σ̄, π−1(∆̄) ∩ |Σ̄| ∈ Σ̄.
The mapping from Σ̄ to π∗Σ sending ∆ ∈ Σ̄ to π(∆) ∈ π∗Σ and the

maping from π∗Σ to Σ̄ sending ∆̄ ∈ Σ̄ to π−1(∆̄) ∩ |Σ̄| ∈ Σ̄ are bijective
mapping preserving the inclusion relation and the dimension between Σ̄ and
π∗Σ, and they are the inverse mappings of each other.

(5) π(|Σ|) = π(|Σ̄|) = |π∗Σ|. π(vect(|Σ|)) = π(vect(|Σ̄|)) = vect(|π∗Σ|). The
mapping π : |Σ̄| → |π∗Σ| induced by π is a homeomorphism.

Consider the product vector space W × vect(H). Let

π∗Σ×̂F(H) = {∆̄× Λ|∆̄ ∈ π∗Σ,Λ ∈ F(H)}.

(6) π∗Σ×̂F(H) is a simplicial fan in W × vect(H). dimπ∗Σ×̂F(H) = dimΣ.
(7) If Σ is rational over N , then π(N)×(N∩vect(H)) is a lattice inW×vect(H)

and π∗Σ×̂F(H) is rational over π(N)× (N ∩vect(H)). If Σ is regular over
N , then π(N)× (N ∩vect(H)) is a lattice in W × vect(H) and π∗Σ×̂F(H)
is regular over π(N)× (N ∩ vect(H)). If Σ is flat, then π∗Σ×̂F(H) is flat.
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(8) For any ∆ ∈ Σ, π(∆) × (∆ ∩H) ∈ π∗Σ×̂F(H).
The mapping from Σ to π∗Σ×̂F(H) sending ∆ ∈ Σ to π(∆)× (∆∩H) ∈

π∗Σ×̂F(H) is bijective, it preserves the dimension, and itself and its inverse
mapping preserve the inclusion relation.

(9) Assume dimH = 1.
Σ̄ = Σ− (Σ/H). dim(Σ− (Σ/H)) = dimΣ− 1.
For any ∆ ∈ Σ/H, H ∈ F(∆)1 and Hop|∆ ∈ Σ − (Σ/H). For any

∆̄ ∈ Σ− (Σ/H), ∆̄ +H ∈ Σ/H.
The mapping from Σ/H to Σ − (Σ/H) sending ∆ ∈ Σ/H to Hop|∆ ∈

Σ−(Σ/H) and the mapping from Σ−(Σ/H) to Σ/H sending ∆̄ ∈ Σ−(Σ/H)
to ∆̄ + H ∈ Σ/H are bijective mappings preserving the inclusion relation
between Σ/H and Σ − (Σ/H), and they are the inverse mappings of each
other.

Furthermore, if ∆ ∈ Σ/H and ∆̄ ∈ Σ− (Σ/H) correspond to each other
by them, then dim∆ = dim ∆̄ + 1.

|Σ| = |Σ− (Σ/H)| ∪ |Σ/H |◦. |Σ− (Σ/H)| ∩ |Σ/H |◦ = ∅.
Σmax ⊂ Σ/H.

Lemma 8.6. Let Φ be any non-empty finite set whose elements are convex poly-
hedral cones in V satisfying the following two conditions Z:

(a) ∆ ∩ Λ is a face of ∆, and ∆ ∩ Λ is a face of Λ for any ∆ ∈ Φ and any
Λ ∈ Φ.

(b) ∆ ∩ (−∆) = Λ ∩ (−Λ) for any ∆ ∈ Φ and any Λ ∈ Φ.

Choosing any element ∆ ∈ Φ, we put L = ∆∩ (−∆) ⊂ V . L does not depend on
the choice of ∆ ∈ Φ. Put Σ = Φfc.

(1) Σ is a fan in V .
(2) Σ ⊃ Φ. |Σ| = |Φ|. Σmax = Φmax.
(3) L ∈ Σ. L is the minimum element of Σ.
(4) If Φ is simplicial, then Σ is simplicial. If Φ is rational over N , then Σ is

rational over N . If Φ is regular over N , then Σ is regular over N . If Φ is
flat, then Σ is flat.

Assume dim V ≥ 2. Let S be any convex polyhedral cone in V with dimS ≥ 2, let
m ∈ Z0, let H be any mapping from {1, 2, . . . ,m} to the set of all vector subspaces
of V of codimension one satisfying the following three conditions:

(c) H(i) 6= H(j) for any i ∈ {1, 2, . . . ,m} and any j ∈ {1, 2, . . . ,m} with
i 6= j.

(d) vect(S) 6⊂ H(i) and H(i) ∩ S◦ 6= ∅ for any i ∈ {1, 2, . . . ,m}.
(e) H(i) ∩H(j) ∩ S◦ = ∅ for any i ∈ {1, 2, . . . ,m} and any j ∈ {1, 2, . . . ,m}

with i 6= j.

(5) The difference S◦− (∪i∈{1,2,...,m}H(i)) is a non-empty open set of vect(S).
It has (m + 1) connected components. The closure of any connected com-
ponent of it is a convex polyhedral cone in V whose dimension is equal to
dimS.

Let Φ̄ denote the finite set whose elements are (m + 1) of closures of connected
components of S◦ − (∪i∈{1,2,...,m}H(i)). Let Σ̄ = Φ̄fc, and let L̄ = S ∩ (−S) ∩
(∩i∈{1,2,...,m}H(i)).

(6) Φ̄ satisfies the above two conditions Z.
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(7) Σ̄ is a flat fan in V . dim Σ̄ = dimS. |Σ̄| = S. Σ̄max = Σ̄0 = Φ̄. L̄ is the
miminum element of Σ̄. {∆ ∈ Σ̄1|∆◦ ⊂ S◦} = {H(i)∩S|i ∈ {1, 2, . . . ,m}}.
♯Σ̄0 = ♯{∆ ∈ Σ̄1|∆◦ ⊂ S◦} + 1 = m + 1. For any ∆ ∈ Σ̄ with dim∆ ≤
dim V − 2, ∆ ⊂ ∂S. If S is rational over N and H(i) is rational over N
for any i ∈ {1, 2, . . . ,m}, then Σ̄ is rational over N .

Lemma 8.7. Let Σ, Φ and Ψ be fans in V .

(1) The following three conditions are equivalent:
(a) Σ is a subdivision of Φ, in other words, for any ∆ ∈ Σ there exists

Λ ∈ Φ with ∆ ⊂ Λ.
(b) For any ∆ ∈ Σ, there exists uniquely Λ ∈ Φ with ∆◦ ⊂ Λ◦.
(c) |Σ| ⊂ |Φ|, and if ∆ ∈ Σ, Λ ∈ Φ and ∆◦ ∩ Λ◦ 6= ∅ then ∆◦ ⊂ Λ◦.

(2) If Σ is a subdivision of Φ and Φ is a subdivision of Σ, then Σ = Φ.
(3) If Σ is a subdivision of Φ and Σ is a subdivision of Ψ, then Σ is a subdivision

of Ψ.
(4) If Σ is a subdivision of Φ, then |Σ| ⊂ |Φ|.
(5) Assume that Σ is a subdivision of Φ. For any ∆ ∈ Σ and any Λ ∈ Φ the

following three conditions are equivalent:
(a) ∆◦ ⊂ Λ◦.
(b) ∆ ⊂ Λ, and Φ/∆ ⊂ Φ/Λ.
(c) ∆◦ ∩ Λ◦ 6= ∅

(6) If ∆ ∈ Σ, Λ ∈ Φ and ∆◦ ⊂ Λ◦, then ∆ ⊂ Λ, and dim∆ ≤ dimΛ.
(7) The following three conditions are equivalent:

(a) Σ is a subdivision of Φ and |Σ| = |Φ|.
(b) |Σ| = |Φ| and for any Λ ∈ Φ, Λ◦ = ∪∆∈Σ,∆◦⊂Λ◦∆◦.
(c) |Σ| = |Φ| and |Σ− Σmax| ⊃ |Φ− Φmax|.

(8) Assume that Σ is a subdivision of Φ and |Σ| = |Φ|. For any Λ ∈ Φ, there
exists ∆ ∈ Σ with ∆◦ ⊂ Λ◦. For any Λ ∈ Φmax, there exists ∆ ∈ Σmax with
∆◦ ⊂ Λ◦.

(9) Assume that Σ is a subdivision of Φ, |Σ| = |Φ|, ∆ ∈ Σ, Λ ∈ Φ and ∆◦ ⊂ Λ◦.
∆ ∈ Σmax, if and only if, Λ ∈ Φmax and dim∆ = dimΛ. dimΣ = dimΦ.

(10) If Σ is a subdivision of Φ, |Σ| = |Φ|, and Φ is flat, then Σ is flat.

Lemma 8.8. Let Σ be any fan in V such that the support |Σ| of Σ is a convex
polyhedral cone in V . By L ∈ Σ we denote the minimum element of Σ.

(1) Σ is a subdivision of F(|Σ|) and |Σ| = |F(|Σ|)|.
(2) dimΣ = dim |Σ| = dimvect(|Σ|). Σmax = Σ0. Σ is flat.
(3) For any ∆ ∈ Σmax, ∆◦ ⊂ |Σ|◦.
(4) For any ∆ ∈ Σ, ∆ 6⊂ ∂|Σ|, if and only if, ∆◦ ⊂ |Σ|◦.
(5) Consider any Λ ∈ F(|Σ|). |Σ\Λ| = Λ. Σ\Λ is a subdivision of F(Λ) and

|Σ\Λ| = |F(Λ)|. dim(Σ\Λ) = dimΛ. (Σ\Λ)max = (Σ\Λ)0 = {∆ ∩ Λ|∆ ∈
Σ0, dim(∆ ∩ Λ) = dimΛ}.

(6) Consider any ∆ ∈ Σ. Take the unique Λ ∈ F(|Σ|) with ∆◦ ⊂ Λ◦. Then,
∆ ∈ Σ\Λ, (Σ\Λ)max/∆ 6= ∅, ∆ = ∩∆̄∈(Σ\Λ)max/∆∆̄, and |Σ/∆|+vect(∆) =

|Σ|+ vect(∆) = |Σ|+ vect(Λ).
(7) L ⊂ |Σ| ∩ (−|Σ|). dimL ≤ dim(|Σ| ∩ (−|Σ|)) ≤ dim |Σ|.
(8) Assume dimΣ− dimL ≥ 1. Consider any ∆ ∈ Σ1.

vect(∆) ⊂ vect(|Σ|), and dimvect(|Σ|) = dimvect(∆) + 1. Let H◦′

and H◦′′ denote the two connected components of vect(|Σ|)− vect(∆). Let
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H ′ = clos(H◦′), and let H ′′ = clos(H◦′′). H ′ ∪H ′′ = vect(|Σ|). H ′ ∩H ′′ =
vect(∆).

We consider the case where ∆ 6⊂ ∂|Σ|. ♯(Σ0/∆) = 2. Let ∆′ and
∆′′ denote the two elements of Σ0/∆. {∆′ + vect(∆),∆′′ + vect(∆)} =
{H ′, H ′′}, and ∆′ + vect(∆) 6= ∆′′ + vect(∆).

We consider the case where ∆ ⊂ ∂|Σ|. ♯(Σ0/∆) = 1. Let ∆′ denote the
unique element of Σ0/∆. ∆′+vect(∆) = |Σ|+vect(∆). |Σ|+vect(∆) = H ′

or |Σ|+ vect(∆) = H ′′.

Lemma 8.9. Let J be any finite set and let Φ be any mapping from J to the set
of all finite sets whose elements are convex polyhedral cones in V . For any j ∈ J ,
Φ(j) is a finite set whose elements are convex polyhedral cones in V . We consider
the real intersection ∩̂j∈JΦ(j) of Φ(j), j ∈ J . By definition

∧⋂

j∈J

Φ(j) = {∆̄ ∈ 2V |∆̄ = ∩j∈J∆(j) for some mapping ∆ : J → 2V

such that ∆(j) ∈ Φ(j) for any j ∈ J} ⊂ 2V .

(1) ∩̂j∈JΦ(j) is a finite set whose elements are convex polyhedral cones in V .
(2) ∩̂j∈JΦ(j) is a subdivision of Φ(j) for any j ∈ J .

Let Σ be any finite set whose elements are convex polyhedral cones in
V . If Σ is a subdivision of Φ(j) for any j ∈ J , then Σ is a subdivision of
∩̂j∈JΦ(j).

(3)

|
∧⋂

j∈J

Φ(j)| =
⋂

j∈J

|Φ(j)|.

(4) If J = ∅, then ∩̂j∈JΦ(j) = {V }. ∩̂j∈JΦ(j) = ∅, if and only if, J 6= ∅ and
Φ(j) = ∅ for some j ∈ J .

(5) If Φ(j) is a fan for any j ∈ J , then ∩̂j∈JΦ(j) is also a fan.
(6) If Φ(j) is rational over N for any j ∈ J , then ∩̂j∈JΦ(j) is also rational

over N .
(7) For any subsets J ′, J ′′ of J with J ′ ∪ J ′′ = J and J ′ ∩ J ′′ = ∅,

∧⋂

j∈J

Φ(j) = (

∧⋂

j∈J′

Φ(j))∩̂(
∧⋂

j∈J′′

Φ(j)).

(8) For any bijective mapping σ : J → J

∧⋂

j∈J

Φ(σ(j)) =
∧⋂

j∈J

Φ(j).

Lemma 8.10. Let m ∈ Z+ be any positive integer, and let Σ be any mapping from
the set {1, 2, . . . ,m} to the set of all fans in V . For any i ∈ {1, 2, . . . ,m}, Σ(i) is
a fan in V .

We denote

Σ̄ =

∧⋂

i∈{1,2,...,m}

Σ(i) ⊂ 2V .

(1) Σ̄ is a fan in V . |Σ̄| = ∩i∈{1,2,...,m}|Σ(i)|. If Σ(i) is rational over N for

any i ∈ {1, 2, . . . ,m}, then Σ̄ is rational over N .
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(2) Σ̄ is a subdivision of Σ(i) for any i ∈ {1, 2, . . . ,m}.
Let Φ̄ be any fan in V . If Φ̄ is a subdivision of Σ(i) for any i ∈

{1, 2, . . . ,m}, then Φ̄ is a subdivision of Σ̄.
(3) Let L(j) ∈ Σ(j) be the minimum element of Σ(j) for any j ∈ J . ∩j∈JL(j)

is the minimum element of Σ̄.

Let ∆̄ be any element of Σ̄.

(4) There exists uniquely an element ∆(i) ∈ Σ(i) with ∆̄◦ ⊂ ∆(i)◦ for any
i ∈ {1, 2, . . . ,m}.

Below, we assume that ∆(i) ∈ Σ(i) and ∆̄◦ ⊂ ∆(i)◦ for any i ∈ {1, 2, . . . ,m}.
(5) ∆̄ ⊂ ∆(i) for any i ∈ {1, 2, . . . ,m}.
(6)

∆̄ =
⋂

i∈{1,2,...,m}

∆(i).

(7)

∆̄◦ =
⋂

i∈{1,2,...,m}

∆(i)◦.

(8)

vect(∆̄) =
⋂

i∈{1,2,...,m}

vect(∆(i)).

(9) Consider any subset Λ̄ of V . Λ̄ is a face of ∆̄, if and only if, there exists
a mapping Λ : {1, 2, . . . ,m} → 2V such that Λ̄ = ∩i∈{1,2,...,m}Λ(i) and Λ(i)
is a face of ∆(i) for any i ∈ {1, 2, . . . ,m}.

Let Λ(i) be any element of Σ(i) for any i ∈ {1, 2, . . . ,m}.
(10) The intersection ∩i∈{1,2,...,m}Λ(i) is an element of Σ̄.

(11) If ∆̄ ⊂ Λ(i) then ∆(i) ⊂ Λ(i), for any i ∈ {1, 2, . . . ,m}.
(12) If

∆̄ =
⋂

i∈{1,2,...,m}

Λ(i),

then ∆(i) ⊂ Λ(i) for any i ∈ {1, 2, . . . ,m} and the following three conditions
are equivalent:
(a)

⋂

i∈{1,2,...,m}

Λ(i)◦ 6= ∅.

(b) ∆(i) = Λ(i) for any i ∈ {1, 2, . . . ,m}.
(c)

∆̄◦ =
⋂

i∈{1,2,...,m}

Λ(i)◦

Lemma 8.11. Let Σ be any fan in V , let U be any vector space of finite dimension
over R, and let ν : U → V be any homomorphism of vector spaces over R.

The pull back ν∗Σ of Σ by ν is a fan in U .
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9. Convex pseudo polytopes

We study convex pseudo polytopes.
Let V be any vector space of finite dimension over R, and let N be any lattice

of V .

Lemma 9.1. Let S be any convex pseudo polytope in V , and let X and Y be any
finite subset of V satisfying S = conv(X) + convcone(Y ) and X 6= ∅.

(1) stab(S) = convcone(Y ). stab(S) is a convex polyhedral cone in V . If S is
rational over N , then stab(S) is also rational over N .

(2) vect(stab(S)) ⊂ stab(affi(S)).
(3) The following four conditions are equivalent:

(a) S is a convex polytope.
(b) S = conv(X).
(c) stab(S) = {0}.
(d) S is compact.

(4) We consider the dual vector space V ∗ of V and the dual cone stab(S)∨ =
stab(S)∨|V ⊂ V ∗ of stab(S).

For any ω ∈ V ∗, the following three conditions are equivalent:
(a) ω ∈ stab(S)∨.
(b) There exists the minimum element min{〈ω, x〉|x ∈ S} of the subset

{〈ω, x〉|
x ∈ S} of R.

(c) The subset {〈ω, x〉|x ∈ S} of R is bounded below.

Definition 9.2. Let S be any convex pseudo polytope in V . We consider the dual
cone stab(S)∨ = stab(S)∨|V ⊂ V ∗ of stab(S).

(1) For any ω ∈ stab(S)∨, we denote

ord(ω, S|V ) =min{〈ω, x〉|x ∈ S} ∈ R

∆(ω, S|V ) ={x ∈ S|〈ω, x〉 = ord(ω, S|V )} ⊂ S.

When we need not refer to V or to the pair (S, V ), we also write simply
ord(ω, S) or ord(ω), ∆(ω, S) or ∆(ω) respectively, instead of ord(ω, S|V ),
∆(ω, S|V ).

(2) Let F be any subset of S. We say that F is a face of S, if F = ∆(ω, S|V )
for some ω ∈ stab(S)∨.

It is easy to see that any face F of S is a closed convex subset of V , and
the dimension dimF ∈ Z0 of F , the boundary ∂F of F , and the interior
F ◦ of F are defined.

Any face F of S with dimF = 0 is called a vertex of S. Any vertex of S
is a subset of S with only one element. Any face F of S with dimF = 1 is
called an edge of S. Any face F of S with dimF = dimS − 1 is called an
facet of S. Any face F of S with F 6= S is called a proper face of S.

(3) By F(S) we denote the set of all faces of S.
For any i ∈ Z, the set of all faces F with dimF = i is denoted by F(S)i,

and the set of all faces F with dimF = dimS − i is denoted by F(S)i.
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(4) Let ℓ = dim(stab(S) ∩ (−stab(S))) ∈ Z0. We denote

c(S) =♯F(S)ℓ ∈ Z0,

V(S) =
⋃

F∈F(S)ℓ

F ⊂ S,

we call c(S) the characteristic number of S, and we call V(S) the skeleton
of S. We call any face F of S with dimF = ℓ a minimal face of S.

(5) Let F be any face of S. We denote

∆◦(F, S|V ) ={ω ∈ stab(S)∨|F = ∆(ω, S|V )} ⊂ stab(S)∨ ⊂ V ∗,

∆(F, S|V ) ={ω ∈ stab(S)∨|F ⊂ ∆(ω, S|V )} ⊂ stab(S)∨ ⊂ V ∗.

We call ∆◦(F, S|V ) the open normal cone of F , and we call ∆(F, S|V )
the normal cone of F .

When we need not refer to V or to the pair (S, V ), we also write simply
∆◦(F, S) or ∆◦(F ), ∆(F, S) or ∆(F ) respectively, instead of ∆◦(F, S|V ),
∆(F, S|V ).

(6) We denote

Σ(S|V ) = {∆(F, S|V )|F ∈ F(S)} ⊂ 2stab(S)
∨ ⊂ 2V

∗

,

and we call Σ(S|V ) the normal fan of S.
When we need not refer to V , we also write simply Σ(S), instead of

Σ(S|V ).

Let W be any vector space of finite dimension over R containing V as a vector
subspace over R with dimW = dimV + 1, and let z ∈ W − V be any point.

Let π : V → W denote the inclusion homomorphism. Putting π′(t) = tz ∈ W
for any t ∈ R we define an injective homomorphism π′ : R → W of vector spaces
over R.

For any a ∈ W , choosing the unique pair b ∈ V and t ∈ R with a = b + tz
and putting ρ(a) = b and ρ′(a) = t we define homomorphisms ρ : W → V and
ρ′ :W → R of vector spaces over R.

Putting ι(ω) = ω(1) ∈ R for any ω ∈ R∗ = HomR(R,R), we define an isomor-
phism ι : R∗ → R of vector spaces over R. For any ω ∈ R∗ and any t ∈ R we have
〈ω, t〉 = ι(ω)t. Below, using this isomorphism ι we identify R∗ with R. For any
t ∈ R = R∗ and any u ∈ R we have 〈t, u〉 = tu.

We have eight homomorphisms of vector spaces over R.

π : V →W, π′ : R →W,
ρ : W → V, ρ′ :W → R,
π∗ : W ∗ → V ∗, π′∗ :W ∗ → R,
ρ∗ : V ∗ →W ∗, ρ′∗ : R →W ∗.

Four homomorphisms π, π′, ρ∗, ρ′∗ are injective. The other four ρ, ρ′, π∗, π′∗ are
surjective. We denote H = V + R0z ⊂W and ζ = ρ′∗(1) ∈W ∗.

Lemma 9.3. (1) ρπ = idV , ρ
′π′ = idR, πρ+π

′ρ′ = idW , V = π(V ) = ρ′−1(0),
Rz = π′(R) = ρ−1(0), π′(1) = z. For any x ∈ W , ρ′(x) = 〈ζ, x〉.

(2) π∗ρ∗ = idV ∗ , π′∗ρ′∗ = idR, ρ
∗π∗ + ρ′∗π′∗ = idW∗ , (Rz)∨ = ρ∗(V ∗) =

π′∗−1(0), V ∨ = Rζ = ρ′∗(R) = π∗−1(0). For any ξ ∈ W ∗, π′∗(ξ) = 〈ξ, z〉.
〈ζ, z〉 = 1.
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(3) N + Zx is a lattice of W . H is a rational convex polyhedral cone over
N + Zx in W . dimH = dimW = dimV + 1. H = {x ∈ W |ρ′(x) ≥ 0}.
W = H ∪ (−H) = vect(H) = vect(−H). V = H ∩ (−H) = ∂H = ∂(−H).
z ∈ H◦ = V + R+z = {x ∈ W |ρ′(x) > 0}.

(4) (N + Zz)∗ = ρ∗(N∗) + Zζ. H∨ is a simplicial cone over (N + Zz)∗ in
W ∗ with dimH∨ = 1. H∨ ∩ (N + Zz)∗ = Z0ζ. H

∨ = R0ζ. V
∨ = H∨ ∪

(−H∨) = vect(H∨) = vect(−H∨). {0} = H∨ ∩ (−H∨) = ∂H∨ = ∂(−H∨).
−H∨ = (−H)∨.

Putting σ(a) = ρ(a)/ρ′(a) ∈ V for any a ∈ H◦, we define a mapping σ : H◦ → V .
If a ∈ H◦, b ∈ V , t ∈ R and a = b + tz, then t > 0 and σ(a) = b/t.

Lemma 9.4. (1) σ is surjective. For any a ∈ H◦, {σ(a) + z} = (R+a) ∩
(V + {z}) = (Ra) ∩ (V + {z}) and σ−1(σ(a)) = R+a. For any b ∈ V ,
σ−1(b) = R+(b+ z).

(2) Consider any convex polyhedral cone ∆ in W satisfying ∆ ⊂ H and ∆ ∩
H◦ 6= ∅ and any finite subset Z of H satisfying ∆ = convcone(Z).
(a) σ(∆ ∩H◦) = conv(σ(Z ∩H◦)) + convcone(Z ∩ V ).

σ(∆ ∩H◦) is a convex pseudo polytope in V .
If ∆ is rational over N + Zz, then σ(∆ ∩H◦) is rational over N .
dim∆ = dimσ(∆ ∩H◦) + 1. ∆ ∩ V = stab(σ(∆ ∩H◦)).

(b) ∆ ∩H◦ = σ−1(σ(∆ ∩H◦)). ∆ = clos(σ−1(σ(∆ ∩H◦))).
(3) Consider any convex pseudo polytope S in V and any finite subsets X, Y

of V satisfying S = conv(X) + convcone(Y ) and X 6= ∅.
(a) clos(σ−1(S)) = convcone((X + {z}) ∪ Y ).

clos(σ−1(S)) is a convex polyhedral cone in W . clos(σ−1(S)) ⊂ H.
clos(σ−1(S)) ∩H◦ 6= ∅. clos(σ−1(S)) ∩ V = stab(S).
If S is rational over N , then clos(σ−1(S)) is rational over N + Zz.

(b) clos(σ−1(S)) ∩H◦ = σ−1(S). σ(clos(σ−1(S)) ∩H◦) = S.
(4) For any subsets ∆, Λ of H satisfying ∆∩H◦ 6= ∅, Λ∩H◦ 6= ∅ and ∆ ⊂ Λ,

σ(∆ ∩H◦) ⊂ σ(Λ ∩H◦).
For any non-empty subsets S, T of V satisfying S ⊂ T , clos(σ−1(S)) ⊂

clos(σ−1(T )).
For any non-empty closed subsets S, T of V , S ∩ T = ∅, if and only if,

clos(σ−1(S)) ∩ clos(σ−1(T )) ∩H◦ = ∅.
(5) For any convex polyhedral cone ∆ in W satisfying ∆ ⊂ H and ∆∩H◦ 6= ∅,

σ(∆ ∩H◦) is a convex pseudo polytope in V .
For any convex pseudo polytope S in V , clos(σ−1(S)) is a convex poly-

hedral cone in W , clos(σ−1(S)) ⊂ H and clos(σ−1(S)) ∩H◦ 6= ∅.
The mapping sending any convex polyhedral cone ∆ in W satisfying ∆ ⊂

H and ∆ ∩ H◦ 6= ∅ to σ(∆ ∩ H◦) and the mapping sending any convex
pseudo polytope S in V to clos(σ−1(S)) are bijective mappings preserving
the inclusion relation between the set of all convex polyhedral cones ∆ in
W satisfying ∆ ⊂ H and ∆ ∩ H◦ 6= ∅ and the set of all convex pseudo
polytopes in V , and they are the inverse mappings of each other.

Furthermore, if a convex polyhedral cone ∆ in W satisfying ∆ ⊂ H and
∆∩H◦ 6= ∅ and a convex pseudo polytope S in V correspond to each other
by them, then ∆ = clos(σ−1(S)), S = σ(∆ ∩H◦) and the following claims
holds:
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∆ is rational over N + Zz, if and only if, S is rational over N .

dim∆ ≥ 1.

dim∆ = dimS + 1.

∆ ∩ V = stab(S).

∆ ∩H◦ = σ−1(S).

∆ ∩ (V + {z}) = S + {z}.
vect(∆) ∩ (V + {z}) = affi(S) + {z}.

vect(∆) ∩H◦ = σ−1(affi(S)).

σ(vect(∆) ∩H◦) = affi(S).

vect(∆) = vect(affi(S) + {z}).
∂∆ ∩H◦ = σ−1(∂S).

∆◦ = σ−1(S◦).

σ(∆◦) = S◦.

Corollary 9.5. Consider any convex pseudo polytopes S, T in V .
If S ∩ T 6= ∅, then S ∩ T is a convex pseudo polytope in V and stab(S ∩ T ) =

stab(S) ∩ stab(T ).
If S and T are rational over N and S ∩ T 6= ∅, then S ∩ T is also rational over

N .
If S and T are convex polytopes and S ∩ T 6= ∅, then S ∩ T is also a convex

polytope.
If S and T are convex polyhedral cones, then S ∩ T is also a convex polyhedral

cone.

Proposition 9.6. Let ∆ be any convex polyhedral cone in W satisfying ∆ ⊂ H
and ∆ ∩H◦ 6= ∅. We denote

L = ∆ ∩ (−∆) ⊂ ∆,

ℓ = dimL ∈ Z0,

S = σ(∆ ∩H◦) ⊂ V,

H∨ = H∨|W ⊂W ∗,

∆∨ = ∆∨|W ⊂W ∗,

∂−∆
∨ = {ω ∈ ∆∨|({ω}+ vect(H∨)) ∩∆∨ ⊂ {ω}+H∨} ⊂ ∆∨,

F(∆)∗ = {Λ ∈ F(∆)|Λ ∩H◦ 6= ∅} ⊂ F(∆),

F(∆∨)∗ = F(∆∨)\∂−∆∨ ⊂ F(∆∨).

(1) L = (∆∩V )∩(−(∆∩V )) = stab(S)∩(−stab(S)) ⊂ V . L ∈ F(∆)−F(∆)∗.
∆ ∈ F(∆)∗ 6= ∅. If Λ ∈ F(∆)∗, Γ ∈ F(∆) and Λ ⊂ Γ, then Γ ∈ F(∆)∗.
For any Λ ∈ F(∆)∗ there exists Γ ∈ F(∆)∗ such that Λ ⊃ Γ and dimΓ =
ℓ+ 1.

(2) H∨ ⊂ ∆∨. −H∨ 6⊂ ∆∨. ∆∨+π∗−1(0) = (∆∩V )∨|W = π∗−1((∆∩V )∨|V ).
π∗(∆∨) = (∆ ∩ V )∨|V = stab(S)∨|V .

(3) ∅ 6= ∂−∆
∨ ⊂ ∆∨ = ∂−∆

∨ +H∨. π∗(∂−∆
∨) = stab(S)∨|V . The mapping

π∗ : ∂−∆
∨ → stab(S)∨|V induced by π∗ is bijective.

(4) For any face Λ of ∆ the following three conditions are equivalent:
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(a) Λ ∈ F(∆)∗.
(b) ∆(Λ,∆|W ) ∈ F(∆∨)∗.
(c) ∆◦(Λ,∆|W ) ∩ ∂−∆∨ 6= ∅.

(5) |F(∆∨)∗| = ∂−∆
∨. ∆∨ ∩ (−∆∨) ∈ F(∆∨)∗ 6= ∅. dimF(∆∨)∗ = dim∆∨ −

1 = dim stab(S)∨ = dimV − ℓ. (F(∆∨)∗)max = (F(∆∨)∗)0.
(6) For any ω ∈ ∂−∆

∨ the following claims hold:
(a) ∆(ω,∆|W ) ∈ F(∆)∗.
(b) ord(π∗(ω), S|V ) = −〈ω, z〉.
(c) ∆(ω,∆|W ) ∩H◦ = σ−1(∆(π∗(ω), S|V )).
(d) σ(∆(ω,∆|W ) ∩H◦) = ∆(π∗(ω), S|V ).

(7) For any Λ ∈ F(∆)∗, σ(Λ ∩H◦) ∈ F(S).
For any F ∈ F(S), clos(σ−1(F )) ∈ F(∆)∗.
The mapping from F(∆)∗ to F(S) sending Λ ∈ F(∆)∗ to σ(Λ ∩H◦) ∈

F(S) and the mapping from F(S) to F(∆)∗ sending F ∈ F(S) to clos(σ−1(F )) ∈
F(∆)∗ are bijective mappings preserving the inclusion relation between F(∆)∗
and F(S), and they are the inverse mappings of each other.

(8) Assume Λ ∈ F(∆)∗, F ∈ F(S), F = σ(Λ ∩ H◦) and Λ = clos(σ−1(F )).
The following claims hold:
(a) F is a convex pseudo polytope in V . If S is rational over N , then F

is also rational over N . stab(F ) is a face of stab(S).
(b) dimΛ = dimF + 1.
(c) ∆◦(Λ,∆|W ) ⊂ ∆(Λ,∆|W ) ⊂ ∂−∆

∨.
(d) ∆(F, S|V ) = π∗(∆(Λ,∆|W )). π∗−1(∆(F, S|V ))∩∂−∆∨ = ∆(Λ,∆|W ).

∆(F, S|V ) is a convex polyhedral cone in V ∗.
(e) ∆◦(F, S|V ) = π∗(∆◦(Λ,∆|W )). π∗−1(∆◦(F, S|V ))∩∂−∆∨ = ∆◦(Λ,∆|W ).

∆◦(F, S|V ) = ∆(F, S|V )◦.
(f) vect(∆(Λ,∆|W )) ∩ π∗−1(0) = {0}. vect(∆(F, S|V )) =

π∗(vect(∆(Λ,∆|W ))) = stab(affi(F ))∨|V .
(9) For any Λ∗ ∈ F(∆∨)∗, π∗(Λ∗) ∈ Σ(S|V ).

For any Λ̄∗ ∈ Σ(S|V ), π∗−1(Λ̄∗) ∩ ∂−∆∨ ∈ F(∆∨)∗.
The mapping from F(∆∨)∗ to Σ(S|V ) sending Λ∗ ∈ F(∆∨)∗ to π∗(Λ∗) ∈

Σ(S|V ) and the mapping from Σ(S|V ) to F(∆∨)∗ sending Λ̄∗ ∈ Σ(S|V ) to
π∗−1(Λ̄∗) ∩ ∂−∆∨ ∈ F(∆∨)∗ are bijective mappings preserving the dimen-
sion and the inclusion relation between F(∆∨)∗ and Σ(S|V ), and they are
the inverse mappings of each other.

(10) The normal fan Σ(S|V ) of S in V is a fan in V ∗. |Σ(S|V )| = stab(S)∨|V .
If S is rational over N , then Σ(S|V ) is rational over N∗.

(11) For any F ∈ F(S), vect(∆(F, S|V )) = stab(affi(F ))∨|V and dimF +
dim∆(F,
S|V ) = dimV .

For any F ∈ F(S) and G ∈ F(S), F ⊂ G, if and only if, ∆(F, S|V ) ⊃
∆(G,S|V ).

The mapping from F(S) to Σ(S|V ) sending F ∈ F(S) to ∆(F, S|V ) ∈
Σ(S|V ) is a bijective mapping.

(12) The function ord( , S|V ) : stab(S)∨|V → R sending ω̄ ∈ stab(S)∨|V to
ord(ω̄, S|V ) ∈ R is a piecewise linear convex function over Σ(S|V ).

If S is rational over N , then this function ord( , S|V ) is rational over
N∗.
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(13) Denote

Ξ(Σ(S|V ), ord( , S|V )) = {ξ ∈W ∗|ξ = ρ(ω̄) + tζ for some ω̄ ∈ |Σ(S|V )|
and some t ∈ R with t ≥ −ord(ω̄, S|V )}.

Then, Ξ(Σ(S|V ), ord( , S|V )) = ∆∨, Ξ(Σ(S|V ), ord( , S|V ))∨|W ∗ = ∆,
and σ((Ξ(Σ(S|V ), ord( , S|V ))∨|W ∗) ∩H◦) = S.

Proof. We give only the proof of 4.
Since L ⊂ V = {x ∈W |〈ζ, x〉 = 0}, 〈ζ, b〉 = 0 for any b ∈ L.
Consider any face Γ of ∆ with dimΓ = ℓ + 1. We take any point eΓ ∈ Γ − L.

We have Γ = R0eΓ + L. Since eΓ ∈ Γ ⊂ ∆ ⊂ H = {x ∈W |〈ζ, x〉 ≥ 0}, 〈ζ, eΓ〉 ≥ 0.
We know ∆ =

∑
Γ∈F(∆)ℓ+1

R0eΓ + L. Take any point a ∈ ∆ ∩ H◦ 6= ∅. a ∈
∆ =

∑
Γ∈F(∆)ℓ+1

R0eΓ + L. Take any function t : F(∆)ℓ+1 → R0 and b ∈ L

with a =
∑

Γ∈F(∆)ℓ+1
t(Γ)eΓ + b. Since a ∈ H◦ = {x ∈ W |〈ζ, x〉 > 0}, 0 < 〈ζ, a〉 =∑

Γ∈F(∆)ℓ+1
t(Γ)〈ζ, eΓ〉+〈ζ, b〉 = ∑

Γ∈F(∆)ℓ+1
t(Γ)〈ζ, eΓ〉. We know that there exists

Γ ∈ F(∆)ℓ+1 with 〈ζ, eΓ〉 > 0.
Consider any face Λ of ∆. We know Λ =

∑
Γ∈F(∆)ℓ+1\Λ

R0eΓ + L.

(a) ⇒ (b). Assume (a). Λ ∩ H◦ 6= ∅. Take any point a ∈ Λ ∩ H◦. Since a ∈
H◦ = {x ∈ W |〈ζ, x〉 > 0}, 〈ζ, a〉 > 0. a ∈ Λ =

∑
Γ∈F(∆)ℓ+1\Λ

R0eΓ + L. Take any

function t : F(∆)ℓ+1\Λ → R0 and b ∈ L with a =
∑

Γ∈F(∆)ℓ+1\Λ
t(Γ)eΓ + b. 0 <

〈ζ, a〉 =
∑

Γ∈F(∆)ℓ+1\Λ
t(Γ)〈ζ, eΓ〉 + 〈ζ, b〉 =

∑
Γ∈F(∆)ℓ+1\Λ

t(Γ)〈ζ, eΓ〉. We know

that there exists Γ ∈ F(∆)ℓ+1\Λ with 〈ζ, eΓ〉 > 0. We take any Γ ∈ F(∆)ℓ+1\Λ
with 〈ζ, eΓ〉 > 0.

Note that H∨ = R0ζ and vect(H) = Rζ.
Consider any ω ∈ ∆(Λ,∆|W ). eΓ ∈ Γ ⊂ Λ ⊂ ∆(ω,∆|W ). 〈ω, eΓ〉 = 0.
Consider any χ ∈ ({ω}+vect(H))∩∆∨. Take t ∈ R with χ = ω+ tζ. Since χ ∈

∆∨ and eΓ ∈ Γ ⊂ Λ ⊂ ∆, we have 0 ≤ 〈χ, eΓ〉 = 〈ω + tζ, eΓ〉 = 〈ω, eΓ〉+ t〈ζ, eΓ〉 =
t〈ζ, eΓ〉. Since 〈ζ, eΓ〉 > 0, we know t ≥ 0 and χ = ω + tζ ∈ {ω}+ R0ζ = {ω}+H .

We know ({ω}+ vect(H)) ∩∆∨ ⊂ {ω}+H and ω ∈ ∂−∆
∨.

We know ∆(Λ,∆|W ) ⊂ ∂−∆
∨ and ∆(Λ,∆|W ) ∈ F(∆∨)∗.

(c) ⇒ (a). Assume (a) does not hold. Λ ∩ H◦ = ∅. Since Λ ⊂ ∆ ⊂ H , Λ ⊂
H − H◦ = ∂H = V = {x ∈ W |〈ζ, a〉 = 0}, and 〈ζ, a〉 = 0 for any a ∈ Λ. In
particular, 〈ζ, eΓ〉 = 0 for any Γ ∈ F(∆)ℓ+1\Λ. If Γ ∈ F(∆)ℓ+1 and 〈ζ, eΓ〉 > 0,
then Γ 6⊂ Λ.

Consider any ω ∈ ∆◦(Λ,∆|W ). ω ∈ ∆∨. Since L ⊂ Λ = ∆(ω,∆|W ), 〈ω, b〉 = 0
for any b ∈ L. Consider any Γ ∈ F(∆)ℓ+1. If Γ ⊂ Λ, then eΓ ∈ Γ ⊂ Λ = ∆(ω,∆|W )
and 〈ω, eΓ〉 = 0. It is easy to see that if Γ 6⊂ Λ, then 〈ω, eΓ〉 > 0

Consider any t ∈ R. For any b ∈ L we have 〈ω+tζ, b〉 = 〈ω, b〉+t〈ζ, b〉 = 0+t0 =
0. For any Γ ∈ F(∆)ℓ+1, 〈ω + tζ, eΓ〉 = 〈ω, eΓ〉+ t〈ζ, eΓ〉. ω + tζ ∈ ∆∨, if and only
if, 〈ω, eΓ〉+ t〈ζ, eΓ〉 ≥ 0 for any Γ ∈ F(∆)ℓ+1.

Consider any Γ ∈ F(∆)ℓ+1. If Γ ⊂ Λ, then 〈ω, eΓ〉 + t〈ζ, eΓ〉 = 0 + t0 = 0.
If Γ 6⊂ Λ and 〈ζ, eΓ〉 = 0, then 〈ω, eΓ〉 + t〈ζ, eΓ〉 = 〈ω, eΓ〉 > 0. We consider
the case Γ 6⊂ Λ and 〈ζ, eΓ〉 > 0. We have 〈ω, eΓ〉 > 0, −〈ω, eΓ〉/〈ζ, eΓ〉 < 0 and
〈ω, eΓ〉+ t〈ζ, eΓ〉 ≥ 0, if and only if, t ≥ −〈ω, eΓ〉/〈ζ, eΓ〉. Put

t0 = max{−〈ω, eΓ〉
〈ζ, eΓ〉

|Γ ∈ F(∆)ℓ+1, 〈ζ, eΓ〉 > 0} ∈ R.

t0 < 0 and ω + tζ ∈ ∆∨, if and only if, t ≥ t0 for any t ∈ R.
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Since vect(H) = Rζ and H = R0ζ, we know {ω + tζ|t ∈ R, t ≥ t0} = ({ω} +
vect(H)) ∩∆∨ 6⊂ {ω}+ R0ζ = {ω}+H , and ω 6∈ ∂−∆

∨.
We know ∆◦(Λ,∆|W ) ∩ ∂−∆∨ = ∅. Claim (c) does not hold.

(b) ⇒ (c). Trivial.
�

Lemma 9.7. Denote

X (V ) = the set of all convex pseudo polytopes in V,

X (V,N) = the set of all rational convex pseudo polytopes over N in V,

Y(V ) = {(Σ, φ)|Σ is a fan in V ∗ such that the support |Σ| of Σ is a convex

polyhedral cone in V ∗ and there exists a piecewise linear convex

function |Σ| → R over Σ, φ : |Σ| → R is a piecewise linear convex

function over Σ},
Y(V,N) = {(Σ, φ)|Σ is a rational fan over N∗ in V ∗ such that the support |Σ| of

Σ is a convex polyhedral cone in V ∗ and there exists a piecewise

linear function |Σ| → R which is convex over Σ and rational over

N∗, φ : |Σ| → R is a piecewise linear function which is convex over

Σ and rational over N∗}.
X (V,N) ⊂ X (V ). Y(V,N) ⊂ Y(V ). Putting Φ(S) = (Σ(S|V ), ord( , S|V )) ∈ Y(V )
for any S ∈ X , we define a mapping Φ : X (V ) → Y(V ). Φ induces a mapping
Φ′ : X (V,N) → Y(V,N).

For any (Σ, φ) ∈ Y we denote

Ξ(Σ, φ) = {ξ ∈W ∗|ξ = ρ∗(ω̄) + tζ for some ω̄ ∈ |Σ| and some t ∈ R

with t ≥ −φ(ω̄)}.
(1) Consider any (Σ, φ) ∈ Y(V ).

Ξ(Σ, φ) is a convex polyhedral cone in W ∗. H∨ ⊂ Ξ(Σ, φ). −H∨ 6⊂
Ξ(Σ, φ).

Ξ(Σ, φ)∨|W ∗ is a convex polyhedral cone in W . Ξ(Σ, φ)∨|W ∗ ⊂ H.
(Ξ(Σ, φ)∨|W ∗) ∩H◦ 6= ∅. σ((Ξ(Σ, φ)∨|W ∗) ∩H◦) ∈ X (V ).

If (Σ, φ) ∈ Y(V,N), then Ξ(Σ, φ) is rational over (N+Zz)∗, Ξ(Σ, φ)∨|W ∗

is rational over N + Zz and σ((Ξ(Σ, φ)∨ |W ∗) ∩H◦) ∈ X (V,N).

Putting Ψ(Σ, φ) = σ((Ξ(Σ, φ)∨|W ∗)∩H◦) ∈ X (V ) for any (Σ, φ) ∈ Y(V ), we define
a mapping Ψ : Y(V ) → X (V ). Ψ induces a mapping Ψ′ : Y(V,N) → X (V,N).

(2) Φ and Ψ are bijective mappings, and they are the inverse mappings of each
other.

Φ′ and Ψ′ are bijective mappings, and they are the inverse mappings of
each other.

Remark . Assume dimV = 3. There exists a rational fan Σ over N∗ in V ∗ such
that |Σ| = V ∗ and there does not exist a piecewise linear convex function |Σ| → R

over Σ.
See Fulton [8] page 71, Cox [7] page 183.

Theorem 9.8. Let S be any convex pseudo polytope in V , and let X,Y be any
finite subsets of V satisfying S = conv(X)+ convcone(Y ) and X 6= ∅. We consider
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the dual cone stab(S)∨ = stab(S)∨|V ⊂ V ∗ of stab(S). For simplicity we denote
s = dimS ∈ Z0, L = stab(S) ∩ (−stab(S)) ⊂ stab(S), ℓ = dimL ∈ Z0.

(1) We consider any vector space U of finite dimension over R with dimS ≤
dimU ≤ dimV , any injective homomorphism ν : U → V of vector spaces
over R, any point a ∈ V such that S ⊂ ν(U) + {a}, and any subset F of S.
Putting ν̄(x) = ν(x) + a ∈ V for any x ∈ U we define an injective mapping
ν̄ : U → V . S ⊂ ν̄(U). The inverse image ν̄−1(S) is a convex polyhedral
cone in U . The set F is a face of S, if and only if ν̄−1(F ) is a face of
ν̄−1(S).

(2) We consider any vector space W of finite dimension over R with dim V ≤
dimW , any injective homomorphism π : V → W of vector spaces over R,
any point b ∈ W and any subset F of S. Putting π̄(x) = π(x) + b for any
x ∈ V we define an injective mapping π̄ : V → W . The image π̄(S) is a
convex polyhedral cone in W . The set F is a face of S, if and only if π̄(F )
is a face of π̄(S).

(3) Assume that S is a convex polyhedral cone. For any subset F of S, F is
a face of the convex pseudo polytope S, if and only if, F is a face of the
convex polyhedral cone S.

(4) ℓ ≤ s. ℓ = s⇔ L+ {a} = S for some a ∈ V ⇔ S = affi(S).
(5) Let F be any face of S.

(a) F is a convex pseudo polyhedron in V . stab(F ) is a face of stab(S).
(b) If ω ∈ stab(S)∨ and F = ∆(ω, S), then stab(F ) = ∆(ω, stab(S)).
(c) stab(F ) = convcone(Y ∩stab(F )). vect(stab(F )) = vect(Y ∩stab(F )).
(d) F = conv(X ∩ F ) + stab(F ) = S ∩ affi(F ). affi(F ) = affi(X ∩ F ) +

vect(stab(F )).
(e) If S is rational over N , then F is also rational over N .
(f) L = stab(F )∩(−stab(F )) ⊂ stab(F ) ⊂ vect(stab(F )) ⊂ stab(affi(F )).

ℓ ≤ dim stab(F ) ≤ dimF ≤ s.
(g) Let G be any face of S with G ⊂ F . We have dimG ≤ dimF . dimG =

dimF , if and only if, G = F .
(h) Let G be any subset of F . G is a face of the convex pseudo polyhedron

F , if and only if, G is a face of S with G ⊂ F .
(6) F(S) is a finite set. S ∈ F(S)s and F(S)s = {S}. S contains any face of

S. For any i ∈ Z0, F(S)i 6= ∅ if and only if ℓ ≤ i ≤ s. The characteristic
number c(S) of S is equal to ♯F(S)ℓ. c(S) is a positive integer.

(7) L = convcone(Y ∩ L) = vect(Y ∩ L).
Any face G of S with dimG = ℓ is an affine space in V with stab(G) = L.
For any face F of S and any face G of S with dimG = ℓ, F ⊃ G, if and

only if, F ∩G 6= ∅.
For any faces F , G of S with dimF = dimG = ℓ, F = G, if and only

if, F ∩G 6= ∅.
For any face F of S, there exists a face G of S such that dimG = ℓ and

F ⊃ G.
Consider any face G of S with dimG = ℓ and any point ω ∈ vect(stab(S)∨).

The function 〈ω, 〉 : G→ R sending x ∈ G to 〈ω, x〉 ∈ R is a constant func-
tion on G.

(8) The skeleton V(S) of S is a non-empty closed subset of S with finite con-
nected components. Any connected component of V(S) is an affine space G
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in V with stab(G) = L. The set of connected components of V(S) is equal
to F(S)ℓ. The number of connected components of V(S) is equal to c(S).

For any point ω ∈ vect(stab(S)∨), the function 〈ω, 〉 : V(S) → R sending
x ∈ V(S) to 〈ω, x〉 ∈ R is constant on each connected component of V(S),
and this function has only finite number of values.

For any face F of S, the intersection F ∩ V(S) is non-empty and union
of some connected components of V(S).

(9) Let F and G be any face of S with F ⊂ G. We denote f = dimF and g =
dimG. ℓ ≤ f ≤ g ≤ s. There exist (s−ℓ+1) of faces F (ℓ), F (ℓ+1), . . . , F (s)
satisfying the following three conditions:
(a) For any i ∈ {ℓ, ℓ+ 1, . . . , s− 1}, F (i) ⊂ F (i+ 1).
(b) For any i ∈ {ℓ, ℓ+ 1, . . . , s}, dimF (i) = i.
(c) F (f) = F, F (g) = G,F (s) = S.

(10) Let F be any face of S.
(a) F = ∂F ∪ F ◦. ∂F ∩ F ◦ = ∅.
(b) F ◦ = F ⇔ ∂F = ∅ ⇔ dimF = ℓ.
(c)

∂F =
⋃

G∈F(F )−{F}

G.

(d) F ◦ is a non-empty open subset of affi(F ). For any a ∈ F ◦ and any
b ∈ F conv({a, b})− {b} ⊂ F ◦. F ◦ is convex. clos(F ◦) = F .

(11) For any face G of S with dimG = ℓ we take any point aG ∈ G.
(a) S = conv({aG|G ∈ F(S)ℓ}) + stab(S).
(b) For any ω ∈ vect(stab(S)∨), {〈ω, x〉|x ∈ V(S)} = {〈ω, aG〉|G ∈

F(S)ℓ}.
(c) For any ω ∈ stab(S)∨, ord(ω, S|V ) = min{〈ω, aG〉|G ∈ F(S)ℓ}.
(d) For any face F of S, F = conv({aG|G ∈ F(S)ℓ, G ⊂ F}) + stab(F ).

(12) Consider any m ∈ Z+ and any mapping F : {1, 2, . . . ,m} → F(S). If
∩i∈{1,2,...,m}F (i) 6= ∅, then the intersection ∩i∈{1,2,...,m}F (i) is a face of S.

(13) Any proper face F of S is the intersection of all facets of S containing F .
(14) The normal fan Σ(S|V ) of S is a fan in V ∗. |Σ(S|V )| = stab(S)∨. dimΣ(S|V ) =

dim stab(S)∨ = dimV − ℓ. c(S) = ♯Σ(S|V )0. If S is rational over N ,
then Σ(S|V ) is rational over N∗. The minimum element of Σ(S|V ) is
∆(S, S|V ). ∆◦(S, S|V ) = ∆(S, S|V ) = stab(affi(S))∨|V . dim∆(S, S|V ) =
dim V − s.

For any i ∈ Z, Σ(S|V )i 6= ∅ if and only if dim V − s ≤ i ≤ dimV − ℓ,
and Σ(S|V )i 6= ∅ if and only if 0 ≤ i ≤ s− ℓ.

(15) Let F be any face of S.
(a) ∆(F, S|V ) ∈ Σ(S|V ).
(b) vect(∆(F, S|V )) = stab(affi(F ))∨|V .
(c) dimF + dim∆(F, S|V ) = dimV .
(d) ∆◦(F, S|V ) = ∆(F, S|V )◦.
(e) ∆(F, S|V ) = clos(∆◦(F, S|V )).
(f) ∆◦(F, S|V ) ⊂ ∆◦(stab(F ), stab(S)|V ) ∈ F(stab(S)∨).

(16) For any faces F,G of S, F ⊂ G, if and only if, ∆(F, S|V ) ⊃ ∆(G,S|V ).
The mapping from F(S) to Σ(S|V ) sending F ∈ F(S) to ∆(F, S|V ) ∈

Σ(S|V ) is a bijective mapping such that itself and its inverse mappings are
reversing the inclusion relation.
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(17) Consider any two faces F,G of S. The following four conditions are equiv-
alent:
(a) F ⊂ G.
(b) F ◦ ∩G 6= ∅.
(c) ∆(F ) ⊃ ∆(G)
(d) ∆(F ) ∩∆◦(G) 6= ∅.
The following six conditions are also equivalent:
(e) F = G.
(f) F ◦ = G◦.
(g) F ◦ ∩G◦ 6= ∅.
(h) ∆(F ) = ∆(G).
(i) ∆◦(F ) = ∆◦(G).
(j) ∆◦(F ) ∩∆◦(G) 6= ∅.

(18) c(S) = ♯Σ(S|V )0 = ♯F(S)ℓ = the number of connected components of
V(S) ∈ Z+.

(19) The following three conditions are equivalent:
(a) c(S) = 1.
(b) Σ(S|V ) = F(stab(S)∨).
(c) S = {a}+ stab(S) for some a ∈ V .

(20) The family {F ◦|F ∈ F(S)} of subsets of S gives the equivalence class de-
composition of S, in other words, the following three conditions hold:
(a) F ◦ 6= ∅ for any F ∈ F(S).
(b) F ◦ = G◦, if and only if, F ◦ ∩ G◦ 6= ∅ for any F ∈ F(S) and any

G ∈ F(S).
(c)

S =
⋃

F∈F(S)

F ◦.

(21) The family {∆◦(F )|F ∈ F(S)} of subsets of stab(S)∨ gives the equiva-
lence class decomposition of stab(S)∨, in other words, the following three
conditions hold:
(a) ∆◦(F ) 6= ∅ for any F ∈ F(S).
(b) ∆◦(F ) = ∆◦(G), if and only if, ∆◦(F )∩∆◦(G) 6= ∅ for any F ∈ F(S)

and any G ∈ F(S).
(c)

stab(S)∨ =
⋃

F∈F(S)

∆◦(F ).

(22) The function ord( , S|V ) : stab(S)∨ → R sending ω ∈ stab(S)∨ to ord(ω, S|
V ) ∈ R is a piecewise linear convex function over Σ(S|V ).

If S is rational over N , then this function ord( , S|V ) is rational over
N∗.

(23) Let m = dim∆(S) ∈ Z0. m = dimV − s. For any Λ ∈ Σ(S|V )m+1 we take
any point ωΛ ∈ Λ−∆(S). Then,

S =
⋂

ω∈stab(S)∨

{x ∈ V |〈ω, x〉 ≥ ord(ω, S|V )} ∩ affi(S)

=
⋂

Λ∈Σ(S|V )m+1

{x ∈ V |〈ωΛ, x〉 ≥ ord(ωΛ, S|V )} ∩ affi(S).
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(24) Consider any vector space W of finite dimension over R and any homo-
morphism π : V →W of vector spaces over R. The image π(S) is a convex
pseudo polytope in W , and π(S)◦ = π(S◦).

If S is a convex polytope in V , then π(S) is a convex polytope in W . If
S is a convex polyhedral cone in V , then π(S) is a convex polyhedral cone
in W .

Lemma 9.9. Consider any convex pseudo polytopes S, T in V .
S + T is a convex pseudo polytope in V , stab(S + T ) = stab(S) + stab(T ),

stab(S + T )∨ = stab(S)∨ ∩ stab(T )∨, and Σ(S + T |V ) = Σ(S|V )∩̂Σ(T |V ).
If S and T are rational over N , then S + T is also rational over N .
If S and T are convex polytopes, then S + T is also a convex polytope.
If S and T are convex polyhedral cones, then S + T is also a convex polyhedral

cone.

Corollary 9.10. Consider any convex pseudo polytope S in V and any convex
polyhedral cone ∆ in V .
S +∆ is a convex pseudo polytope in V , stab(S +∆) = stab(S) + ∆, stab(S +

∆)∨ = stab(S)∨ ∩∆∨ and Σ(S +∆|V ) = Σ(S|V )∩̂F(∆∨|V ).
If S and ∆ are rational over N , then S +∆ is also rational over N .
S ⊂ S + ∆. For any ω ∈ stab(S + ∆)∨, we have ω ∈ stab(S)∨, ord(ω, S) =

ord(ω, S +∆), and ∆(ω, S) = ∆(ω, S +∆) ∩ S.
Lemma 9.11. Consider any rational simplicial cone ∆ over N in V with dim∆ =
dimV and any subset X of V such that X ⊂ ({a}+∆) ∩ (1/m)N for some a ∈ V
and some m ∈ Z+.

There exists a finite subset Y of X satisfying conv(X) +∆ = conv(Y ) +∆, and
conv(X) + ∆ is a rational convex pseudo polytope over N in V .

Remark . The subset X of V above is not necessarily finite.

Lemma 9.12. Let k be any field. Let A be any complete regular local ring such that
dimA ≥ 1, A contains k as a subring, and the residue field A/M(A) is isomorphic
to k as algebras over k. Let P be any parameter system of A. Let φ be any non-zero
element of A.

(1) The Newton polyhedron Γ+(P, φ) of φ over P is a rational convex pseudo
polytope over map(P,Z) in map(P,R). stab(Γ+(P, φ)) = map(P,R0). Γ+(P, φ) ⊂
map(P,R0).

(2) The normal fan Σ(Γ+(P, φ)|map(P,R)) of Γ+(P, φ) is a rational fan over
map(P,Z)∗ in map(P,R)∗. |Σ(Γ+(P, φ)|map(P,R))| = map(P,R0)

∨|map(P,R).
(3) The Newton polyhedron Γ+(P, φ) has a vertex. The skeleton V(Γ+(P, φ))

of Γ+(P, φ) is a non-empty finite subset of map(P,Z0), and V(Γ+(P, φ)) is
the union of all vertices of Γ+(P, φ).

V(Γ+(P, φ)) ={a ∈ Γ+(P, φ)| There exists ω ∈ map(P,R0)
∨|map(P,R) such that

for any b ∈ Γ+(P, φ) with 〈ω, b〉 = 〈ω, a〉, we have b = a}.
(4) c(Γ+(P, φ)) = ♯Σ(Γ+(P, φ)|map(P,R))0 = ♯V(Γ+(P, φ)) = ♯F(Γ+(P, φ))0

= the number of vertices of Γ+(P, φ).
(5) For any ω ∈ map(P,R0)

∨|map(P,R), we have

ord(P, ω, φ) = ord(ω,Γ+(P, φ)|map(P,R)), and

in(P, ω, φ) = ps(P,∆(ω,Γ+(P, φ)|map(P,R)), φ).
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(6) c(Γ+(P, φ)) = 1, if and only if, φ has normal crossings over P .
(7) If dimA = 1, then c(Γ+(P, φ)) = 1.
(8) If ψ ∈ A, ω ∈ A and φ = ψω, then

Γ+(P, φ) =Γ+(P, ψ) + Γ+(P, ω),

Σ(Γ+(P, φ)|map(P,R)) =Σ(Γ+(P, ψ)|map(P,R))∩̂Σ(Γ+(P, ω)|map(P,R)).

Let z ∈ P be any element.
Let A′ denote the completion of k[P − {z}] by the maximal ideal k[P − {z}] ∩

M(A) = (P − {z})k[P − {z}]. The ring A′ is a complete regular local subring of A
and M(A′) =M(A)∩A′ = (P −{z})A′. The set P −{z} is a parameter system of
A′.

(9) Assume that Γ+(P, φ) is of z-Weierstrass type.
(a) If ψ ∈ A, ω ∈ A and φ = ψω, then both Γ+(P, ψ) and Γ+(P, ω) are of

z-Weierstrass type.
(b) height(z,Γ+(P, φ)) = 0 ⇔ Γ+(P, φ) has only one vertex ⇔ c(Γ+(P, φ)) =

1 ⇔ φ has normal crossings over P .
(c) The Newton polyhedron Γ+(P, φ) has a unique z-top vertex.
Below, by {a1} we denote the unique z-top vertex of Γ+(P, φ). Let b =

ord(P, fP∨
z , φ) ∈ Z0 and let h = height(z,Γ+(P, φ)) ∈ Z0.

(d) Consider any a ∈ Γ+(P, φ). The equality 〈fP∨
x , a〉 = ord(P, fP∨

x , φ)
holds for any x ∈ P − {z} ⇔ a− a1 ∈ R0f

P
z .

(e) 〈fP∨
z , a1〉 = b+ h.

(f) There exist uniquely an invertible element u ∈ A× and a mapping
φ′ : {0, 1, . . . , h− 1} →M(A′) satisfying

φ = u(
∏

x∈P−{z}

x〈f
P∨

x ,a1〉)zb(zh +

h−1∑

i=0

φ′(i)zi),

and φ′(0) 6= 0 if h > 0.
(10) The following two conditions are equivalent:

(a) The Newton polyhedron Γ+(P, φ) is of z-Weierstrass type.
(b) There exist uniquely an invertible element u ∈ A×, a mapping c :

P−{z} → Z0, and a z-Weierstrass polynomial ψ ∈ A over P satisfying

φ = u
∏

x∈P−{z}

xc(x)ψ

.
(11) If dimA = 2, then Γ+(P, φ) is z-simple.
(12) If Γ+(P, φ) is z-simple, then Γ+(P, φ) is of z-Weierstrass type.
(13) Let r = c(Γ+(P, φ)) ∈ Z+. The Newton polyhedron Γ+(P, φ) is z-simple, if

and only if, the following three conditions are satisfied:
(a) For any a ∈ V(Γ+(P, φ)) and any b ∈ V(Γ+(P, φ)), 〈fP∨

z , a〉 = 〈fP∨
z , b〉,

if and only if, a = b.
Below we take the unique bijective mapping a : {1, 2, . . . , r} → V(Γ+(P, φ))

satisfying 〈fP∨
z , a(i)〉 > 〈fP∨

z , a(i+1)〉 for any i ∈ {1, 2, . . . , r−1}, if r ≥ 2.
(b) For any x ∈ P − {z}, 〈fP∨

x , a(2)− a(1)〉 ≥ 0, if r ≥ 2.
(c) For any i ∈ {1, 2, . . . , r − 2} and any x ∈ P − {z},

〈fP∨
x , a(i+ 1)− a(i)〉

〈fP∨
z , a(i)− a(i + 1)〉 ≤ 〈fP∨

x , a(i+ 2)− a(i+ 1)〉
〈fP∨
z , a(i+ 1)− a(i+ 2)〉 ,
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if r ≥ 3.
Furthermore, if the above equivalent conditions are satisfied, then the

following claims hold:
(d) There exists x ∈ P − {z} with 〈fP∨

x , a(2)− a(1)〉 > 0.
(e) For any i ∈ {1, 2, . . . , r − 2}, there exists x ∈ P − {z} with

〈fP∨
x , a(i+ 1)− a(i)〉

〈fP∨
z , a(i)− a(i + 1)〉 <

〈fP∨
x , a(i+ 2)− a(i+ 1)〉

〈fP∨
z , a(i+ 1)− a(i+ 2)〉 ,

if r ≥ 3.
(14) Assume that Γ+(P, ψ) is z-simple. If ψ ∈ A, ω ∈ A and φ = ψω, then both

Γ+(P, ψ) and Γ+(P, ω) are z-simple.
(15) Assume that Γ+(P, φ) is of z-Weierstrass type. Let {a1} denote the unique

z-top vertex of Γ+(P, φ). We take an invertible element u ∈ A× and a
mapping φ′ : {0, 1, . . . , h− 1} →M(A′) satisfying

φ = u(
∏

x∈P−{z}

x〈f
P∨

x ,a1〉)zb(zh +

h−1∑

i=0

φ′(i)zi),

and φ′(0) 6= 0 if h > 0. Then, Γ+(P, φ) is z-simple, if and only if, there exist
positive integer r, and a mapping c : {1, 2, . . . , r} → map(P,Z0) satisfying
the following conditions:
(a) 1 ≤ r ≤ h+ 1. r = 1 ⇔ h = 0.
(b) c(1) = hfPz . 〈fP∨

z , c(r)〉 = 0.
(c) For any i ∈ {1, 2, . . . , r − 1}, we have 〈fP∨

z , c(i) − c(i + 1)〉 > 0, if
r ≥ 2.

(d) For any x ∈ P − {z}, we have

〈fP∨
x , c(2)− c(1)〉 ≥ 0,

if r ≥ 2.
(e) There exists x ∈ P − {z} with

〈fP∨
x , c(2)− c(1)〉 > 0,

if r ≥ 2.
(f) For any i ∈ {1, 2, . . . , r − 2} and any x ∈ P − {z}, we have

〈fP∨
x , c(i+ 1)− c(i)〉

〈fP∨
z , c(i)− c(i + 1)〉 ≤ 〈fP∨

x , c(i+ 2)− c(i+ 1)〉
〈fP∨
z , c(i+ 1)− c(i+ 2)〉 ,

if r ≥ 3.
(g) For any i ∈ {1, 2, . . . , r − 2}, there exists x ∈ P − {z} with

〈fP∨
x , c(i+ 1)− c(i)〉

〈fP∨
z , c(i)− c(i + 1)〉 <

〈fP∨
x , c(i+ 2)− c(i+ 1)〉

〈fP∨
z , c(i+ 1)− c(i+ 2)〉 ,

if r ≥ 3.
(h) For any i ∈ {2, 3, . . . , r} and any x ∈ P − {z}, we have

ord(P, fP∨
x , φ′(〈fP∨

z , c(i)〉)) = 〈fP∨
x , c(i)〉,

if r ≥ 2.
(i) For any i ∈ {1, 2, . . . , r − 1}, any j ∈ Z with

〈fP∨
z , c(i+ 1)〉 < j < 〈fP∨

z , c(i)〉
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and any x ∈ P − {z}, we have

ord(P, fP∨
x , φ′(j)) ≥

〈fP∨
z , c(i)〉 − j

〈fP∨
z , c(i)− c(i+ 1)〉 〈f

P∨
x , c(i+ 1)〉+ j − 〈fP∨

z , c(i+ 1)〉
〈fP∨
z , c(i)− c(i+ 1)〉 〈f

P∨
x , c(i)〉,

if r ≥ 2.

10. Star subdivisions

We study star subdivisions of regular fans.
Let V be any vector space of finite dimension over R, let N be any lattice of V ,

let Σ be any regular fan over N in V with dimΣ ≥ 1, and let F ∈ Σ be any element
with dimF ≥ 1. For simplicity we denote the barycenter bF/N of F over N by b.
b ∈ F ◦ ∩N .

Lemma 10.1. Consider any element Λ ∈ Σ satisfying Λ + F ∈ Σ and F 6⊂ Λ.

(1) Λ+R0b is a regular cone over N in V . R0b ∈ F(Λ+R0b)1. Λ ∈ F(Λ+R0b)
1.

R0b ∩ Λ = {0}. R0b = Λop|(Λ + R0b). Λ = (R0b)
op|(Λ + R0b).

(2) Λ + R0b ⊂ Λ + F ∈ Σ/F . (Λ + R0b)
◦ ⊂ (Λ + F )◦. If dimF = 1, then

R0b = F , and Λ + R0b = Λ+ F . If dimF ≥ 2, then Λ + R0b 6= Λ + F .
(3) dim(Λ+R0b) = dimΛ+1 ≤ dim(Λ+F ). Λop|(Λ+F ) ∈ F(F ) ⊂ F(Λ+F ).

dim(Λop|(Λ+F )) ≥ 1. dim(Λop|(Λ+F )) = 1 ⇔ dim(Λ+R0b) = dim(Λ+F ).
(4) For any Λ′ ∈ F(Λ), we have Λ′ + F ∈ Σ, and F 6⊂ Λ′. F(Λ) ⊂ (Σ/F )fc −

(Σ/F ).
(5) {Λ′ + R0b|Λ′ ∈ F(Λ)} = F(Λ + R0b)/R0b ⊂ F(Λ + R0b). F(Λ) = F(Λ +

R0b)− (F(Λ + R0b)/R0b) ⊂ F(Λ + R0b).
(6) For any ∆′ ∈ Σ− (Σ/F ), we have (Λ + R0b) ∩∆′ = Λ ∩∆′ ∈ F(∆′), and

Λ ∩∆′ ∈ F(Λ) ⊂ F(Λ + R0b).

Definition 10.2. We denote

Σ ∗ F = (Σ− (Σ/F )) ∪ {∆ ∈ 2V |∆ = Λ+ R0b for some Λ ∈ Σ

satisfying Λ + F ∈ Σ and F 6⊂ Λ} ⊂ 2V ,

and we call Σ∗F the star subdivision of Σ with center in F , or the star subdivision
of Σ along F .

Lemma 10.3. (1) Σ ∗ F is a regular fan over N in V . Σ ∗ F is a subdivision
of Σ. |Σ ∗ F | = |Σ|. dimΣ ∗ F = dimΣ. If Σmax = Σ0, then (Σ ∗ F )max =
(Σ ∗ F )0. If Σ is flat, them Σ ∗ F is also flat.

(2) R0b ∈ (Σ ∗ F )1. |Σ ∗ F/R0b|◦ = |Σ/F |◦.
(3) (Σ ∗ F ) − (Σ ∗ F/R0b) = Σ − (Σ/F ). Σ ∗ F/R0b = {∆ ∈ 2V |∆ = Λ +

R0b for some Λ ∈ Σ satisfying Λ + F ∈ Σ and F 6⊂ Λ}.
(4) If dimF = 1, then R0b = F ∈ Σ1 and Σ ∗ F = Σ. If dimF ≥ 2, then

R0b 6∈ Σ, Σ ∗ F 6= Σ, (Σ ∗ F )1 = Σ1 ∪ {R0b}, and ♯(Σ ∗ F )1 = ♯Σ1 + 1.
(5) Consider any ∆ ∈ Σ ∗ F/R0b. We denote Λ = (R0b)

op|∆ ∈ F(∆).
(a) ∆ = Λ + R0b. Λ ∩ R0b = {0}. R0b ∈ F(∆)1. Λ ∈ F(∆)1.
(b) Λ + F = ∆+ F ∈ Σ. ∆◦ ⊂ (Λ + F )◦ = (∆+ F )◦.

(6) (Σ∗F )max−(Σ∗F/R0b) = Σmax−(Σ/F ). (Σ∗F )max∩(Σ∗F/R0b) = {∆ ∈
2V |∆ = (Eop|Λ) + R0b for some E ∈ F(F )1 and some Λ ∈ Σmax/F}.
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Example 10.4. Assume dimV ≥ 3. Consider any regular cone S over N in V
with dimS = 3. Let E(1), E(2), E(3) denote the three edges of S. We denote
b(i) = bE(i)/N ∈ E(i)◦ ∩N for any i ∈ {1, 2, 3} for simplicity. E(i) = R0b(i) for any
i ∈ {1, 2, 3}.

Put

T (1) = R0b(1) + R0(b(1) + b(2)) + R0(b(1) + b(3)),

T (2) = R0b(2) + R0(b(2) + b(3)) + R0(b(2) + b(1)),

T (3) = R0b(3) + R0(b(3) + b(1)) + R0(b(3) + b(2)),

T (4) = R0(b(1) + b(2) + b(3)) + R0(b(1) + b(2)) + R0(b(1) + b(3)),

T (5) = R0(b(1) + b(2) + b(3)) + R0(b(2) + b(3)) + R0(b(2) + b(1)),

T (6) = R0(b(1) + b(2) + b(3)) + R0(b(3) + b(1)) + R0(b(3) + b(2)).

For any i ∈ {1, 2, . . . , 6}, T (i) is a regular cone over N in V with dim T (i) = 3.
Let Φ = ∪i∈{1,2,...,6}F(T (i)) ⊂ 2V . Φ is a regular fan over N in V . dimΦ = 3

and |Φ| = S. Φ is a subdivision of the regular fan F(S) with |Φ| = |F(S)|.
For any F̄ ∈ F(S)2, R0bF̄/N ∈ Φ, and Φ is not a subdivision of F(S) ∗ F̄ .
R0bS/N ∈ Φ, and Φ is not a subdivision of F(S) ∗ S.

11. Iterated star subdivisions

We study iterated star subdivisions of regular fans.
Let V be any vector space of finite dimension over R, let N be any lattice of V ,

and let Σ be any regular fan over N in V with dimΣ ≥ 1.

Definition 11.1. Let m ∈ Z0 be any non-negative integer. We call a mapping
F from {1, 2, . . . ,m} to the set 2V of all subsets of V satisfying the following two
conditions a center sequence of Σ of length m:

(1) F (i) is a regular cone overN in V and dimF (i) ≥ 2 for any i ∈ {1, 2, . . . ,m}.
(2) There exists uniquely a mapping Σ̄ from {0, 1, . . . ,m} to the set of all

regular fans over N in V satisfying the following two conditions:
(a) Σ̄(0) = Σ.
(b) F (i) ∈ Σ̄(i− 1) and Σ̄(i) = Σ̄(i − 1) ∗ F (i) for any i ∈ {1, 2, . . . ,m}.

Consider any m ∈ Z0 and any center sequence F of Σ of length m. There exists
uniquely a mapping Σ̄ from {0, 1, . . . ,m} to the set of all regular fans over N in V
satisfying the above two conditions (a) and (b). Since regular fan Σ̄(m) is uniquely
determined by Σ and the center sequence F of Σ, we denote Σ̄(m) by the symbol

Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m),

and we call Σ ∗F (1) ∗F (2) ∗ · · · ∗F (m) the iterated star subdivision of Σ along the
center sequence F of Σ.

Consider any regular fan Φ over N in V . If Φ = Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m)
for some m ∈ Z0 and some center sequence F of Σ of length m, then we call Φ an
iterated star subdivision of Σ.

Lemma 11.2. Consider any m ∈ Z0 and any center sequence F of Σ of length m.

(1) Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m) is a regular fan over N in V . dimΣ ∗ F (1) ∗
F (2) ∗ · · · ∗ F (m) = dimΣ. Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m) is a subdivision of
Σ. |Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m)| = |Σ|. If Σmax = Σ0, then (Σ ∗ F (1) ∗
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F (2) ∗ · · · ∗ F (m))max = (Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m))0. If Σ is flat, then
Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m) is also flat.

(2) Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m) = Σ, if m = 0.
If m = 1, then Σ∗F (1)∗F (2)∗ · · ·∗F (m) is equal to the star subdivision

Σ ∗ F (1) of Σ with center in F (1).
(3) If dimΣ = 1, then m = 0 and Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m) = Σ.
(4) For any i ∈ {0, 1, . . . ,m}, the composition of the inclusion mapping

{1, 2, . . . , i} → {1, 2, . . . ,m} and F : {1, 2, . . . ,m} → 2V is a center se-
quence of Σ of lemgth i.

(5) Assume m ≥ 1 and consider any i ∈ {1, 2, . . . ,m}. dimF (i) ≥ 2. F (i) ∈
Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (i − 1). F (i) ⊂ |Σ|. (Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (i −
1)) ∗ F (i) = Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (i).

(6) Assume m ≥ 2 and consider any i ∈ {1, 2, . . . ,m}. The mapping G :
{1, 2, . . . ,m−i} → 2V satisfying G(j) = F (i+j) for any j ∈ {1, 2, . . . ,m−i}
is a center sequence of Σ∗F (1)∗F (2)∗· · ·∗F (i) of lengthm−i, and (Σ∗F (1)∗
F (2)∗· · ·∗F (i))∗F (i+1)∗F (i+2)∗· · ·∗F (m) = Σ∗F (1)∗F (2)∗· · ·∗F (m).

(7) (Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m))1 = Σ1 ∪ {R0bF (i)/N |i ∈ {1, 2, . . . ,m}}. Σ1 ∩
{R0bF (i)/N |i ∈ {1, 2, . . . ,m}} = ∅. For any i ∈ {1, 2, . . . ,m} and any
j ∈ {1, 2, . . . ,m}, R0bF (i)/N = R0bF (j)/N , if and only if, i = j.
♯(Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m))1 = ♯Σ1 +m.

(8) For any ℓ ∈ Z0 and any center sequence G of Σ∗F (1)∗F (2)∗ · · ·∗F (m) of
length ℓ, the mapping H : {1, 2, . . . ,m+ ℓ} → 2V satisfying H(i) = F (i) for
any i ∈ {1, 2, . . . ,m} and H(i) = G(i−m) for any i ∈ {m+1,m+2, . . . ,m+
ℓ} is a center sequence of Σ of length m+ℓ and Σ∗F (1)∗F (2)∗· · ·∗F (m)∗
G(1)∗G(2)∗· · ·∗G(ℓ) = (Σ∗F (1)∗F (2)∗· · ·∗F (m))∗G(1)∗G(2)∗· · ·∗G(ℓ).

Consider any non-empty subset Φ of Σ satisfying Φfc = Φ. Φ is a regular fan
over N in V . |Φ| ⊂ |Σ|.

(9) Let ℓ = ♯{i ∈ {1, 2, . . . ,m}|F (i) ⊂ |Φ|} ∈ Z0 and let ν : {1, 2, · · · , ℓ} →
{1, 2, . . . ,m} be the unique injective mapping preserving the order and sat-
isfying ν({1, 2, · · · , ℓ}) = {i ∈ {1, 2, . . . ,m}|F (i) ⊂ |Φ|}.

The composition Fν is a center sequence of Φ of length ℓ, and Φ∗Fν(1)∗
Fν(2) ∗ · · · ∗Fν(ℓ) = (Σ ∗F (1) ∗F (2) ∗ · · · ∗F (m))\|Φ| ⊂ Σ ∗ F (1) ∗F (2) ∗
· · · ∗ F (m).

(10) If F (i) ⊂ |Φ| for any i ∈ {1, 2, . . . ,m}, then the sequence F is a center
sequence of Φ of length m, and Φ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m) = (Σ ∗ F (1) ∗
F (2) ∗ · · · ∗ F (m))\|Φ| ⊂ Σ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m).

(11) For any n ∈ Z0 and any center sequence G of Φ of length n, the sequence
G is a center sequence of Σ of length n, and Φ ∗G(1) ∗G(2) ∗ · · · ∗G(n) =
(Σ ∗G(1) ∗G(2) ∗ · · · ∗G(n))\|Φ| ⊂ Σ ∗G(1) ∗G(2) ∗ · · · ∗G(n).

Example 11.3. Assume dimV ≥ 3. Consider any regular cone S over N in V
with dimS = 3. Let E(1), E(2), E(3) denote the three edges of S. We denote
b(i) = bE(i)/N ∈ E(i)◦ ∩N for any i ∈ {1, 2, 3} for simplicity. E(i) = R0b(i) for any
i ∈ {1, 2, 3}.

Let

F (1) = R0b(1) + R0b(3), F (2) = R0b(2) + R0b(3),
G(1) = R0(b(1) + b(3)) + R0b(2), G(2) = R0(b(2) + b(3)) + R0b(1).

dimF (1) = dimF (2) = dimG(1) = dimG(2) = 2.
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We consider two mappings H and H̄ from {1, 2, 3} to 2V satisfying (H(1), H(2),
H(3)) = (F (1), F (2), G(1)) and (H̄(1), H̄(2), H̄(3)) = (F (2), F (1), G(2)). Map-
pings H and H̄ are center sequences of the regular fan F(S) of length 3.

F(S) ∗ F (1) ∗ F (2) ∗G(1) = F(S) ∗ F (2) ∗ F (1) ∗G(2).

12. Simpleness and semisimpleness

Simpleness and semisimpleness of fans or convex pseudo polytopes are important
concepts.

Let V be any vector space of finite dimension over R with dim V ≥ 1, let N
be any lattice of V , let Σ be any fan in the dual vector space V ∗ of V such that
the support |Σ| of Σ is a regular cone over the dual lattice N∗ of N in V ∗ and
dim |Σ| ≥ 1, let H ∈ F(|Σ|)1 be any edge of the regular cone |Σ|, let S be any
convex pseudo polytope in V such that |Σ(S|V )| = stab(S)∨|V is a regular cone
over N∗ in V ∗ and dim |Σ(S|V )| ≥ 1, and let G ∈ F(|Σ(S|V )|)1 be any edge of the
regular cone |Σ(S|V )|, where Σ(S|V ) denotes the normal fan of S.

We denote L = stab(S)∩(−stab(S)) = vect(|Σ(S|V )|)∨|V ∗ ⊂ V and ℓ = dimL ∈
Z0. L is the maximum vector subspace over R in V contained in stab(S). Recall
that V(S) = |F(S)ℓ| denotes the skeleton of S.

Note that for any E ∈ F(|Σ(S|V )|)1, any F ∈ F(S)ℓ, any a ∈ F and any
b ∈ F , E ⊂ |Σ(S|V )| ⊂ vect(|Σ(S|V )|), and we have 〈bE/N∗ , a〉 = 〈bE/N∗ , b〉.
(Theorem 9.8.7.)

Definition 12.1. (1) We say that Σ is semisimple, if dim∆ ≥ dimΣ − 1 for
any ∆ ∈ Σ with ∆◦ ⊂ |Σ|◦.

(2) We say that Σ is of H-Weierstrass type, if Hop||Σ| ∈ Σ.
(3) We say that Σ is H-simple, if Σ is semisimple and Σ is of H-Weierstrass

type.
(4) We say that S is semisimple, if dimF ≤ ℓ + 1 for any face F of S with

stab(F ) = L.
(5) We say that S is of G-Weierstrass type, if there exists a face F of S with

∆(F, S|V ) = Gop||Σ(S|V )|.
(6) We say that S is G-simple, if S is semisimple and S is of G-Weierstrass

type.
(7) Let F ∈ F(S)ℓ be any minimal face of S.

We say that F is G-top, if 〈bG/N∗ , a〉 = max{〈bG/N∗ , c〉|c ∈ V(S)} for
some a ∈ F .

We say that F is G-bottom , if 〈bG/N∗ , a〉 = min{〈bG/N∗ , c〉|c ∈ V(S)}
for some a ∈ F .

(8) We define

height(G,S) = max{〈bG/N∗ , c〉|c ∈ V(S)} −min{〈bG/N∗ , c〉|c ∈ V(S)} ∈ R0,

and we call height(G,S) G-height of S.

Lemma 12.2. (1) S is semisimple, if and only if, Σ(S|V ) is semisimple.
(2) S is of G-Weierstrass type, if and only if, Σ(S|V ) is of G-Weierstrass type.
(3) Note that L ⊂ vect(Gop||Σ(S|V )|)∨|V ∗ ⊂ V and dimvect(Gop||Σ(S|V )|)∨

|V ∗ = ℓ+1. Let W = V/vect(Gop||Σ(S|V )|)∨|V ∗ denote the residue vector
space, and let ρ : V → W denote the canonical surjective homomorphism
of vector spaces over R to W .
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ρ(N) is a lattice inW , ρ(S) is a convex pseudo polytope inW , stab(ρ(S))
is a regular cone over ρ(N) in W , and dim stab(ρ(S)) = dimW = dim V −
ℓ− 1.
S is of G-Weierstrass type ⇔ c(ρ(S)) = 1 ⇔ there exists c ∈ S satisfying

ord(bE/N∗ , S|V ) = 〈bE/N∗ , c〉 for any E ∈ F(|Σ(S|V )|)1 − {G}.
(4) Assume that S is of G-Weierstrass type. S has a unique G-top minimal

face. c(S) = 1, if and only if, height(G,S) = 0.
(5) S is G-simple, if and only if, Σ(S|V ) is G-simple.
(6) If dim |Σ| = 1, then Σ = F(|Σ|).

If dim |Σ| ≤ 2, then Σ is H-simple.
If dim |Σ(S|V )| = 1, then S = {a}+ stab(S) for some a ∈ S.
If dim |Σ(S|V )| ≤ 2, then S is G-simple.

(7) Let k be any field. Let A be any complete regular local ring such that
dimA ≥ 1, A contains k as a subring, and the residue field A/M(A) is
isomorphic to k as algebras over k. Let P be any parameter system of
A. Let z ∈ P be any element. Let φ ∈ A be any non-zero element. We
consider the Newton polyhedron Γ+(P, φ) in the vector space map(P,R).
(See Section 2.) Let Gz = R0f

P∨
z ∈ F(map(P,R0)

∨|map(P,R))1.
Γ+(P, φ) is of z-Weierstrass type, if and only if, it is of Gz-Weierstrass

type.
Γ+(P, φ) is z-simple, if and only if, it is Gz-simple.
height(z,Γ+(P, φ)) = height(Gz ,Γ+(P, φ)).

(8) Let F ∈ F(S)ℓ be any mimimal face of S.
F is G-bottom ⇔ F ⊂ ∆(bG/N∗ , S|V ) ⇔ G ⊂ ∆(F, S|V ).
If F is G-top, then dim(∆(F, S|V )∩ (Gop||Σ(S|V )|)) = dim |Σ(S|V )|−1

and ∆(F, S|V ) ⊂ (∆(F, S|V ) ∩ (Gop||Σ(S|V )|)) +G.
(9) If Σ is semisimple, then ♯Σ0 = ♯{∆ ∈ Σ1|∆◦ ⊂ |Σ|◦}+ 1.

(10) Let Λ be any regular cone over N∗ in V ∗ satisfying Λ ⊂ |Σ| and dimΛ ≥ 1.
If Σ is semisimple, then Σ∩̂F(Λ) is also semisimple.

(11) If Σ is semisimple, then Σ\Λ is also semisimple for any Λ ∈ F(|Σ|) with
dimΛ ≥ 1.

(12) Assume that Σ is of H-Weierstrass type. For any ∆ ∈ Σ0,
dim(∆ ∩ (Hop||Σ|)) = dim |Σ| − 1, if and only if, ∆ ⊃ Hop||Σ|, and there
exists only one element ∆ ∈ Σ0 satisfying these equivalent conditions.

(13) If Σ is of H-Weierstrass type, then Σ\Λ is also of H-Weierstrass type for
any Λ ∈ F(|Σ|)/H.

(14) If Σ is H-simple, then Σ\Λ is also H-simple for any Λ ∈ F(|Σ|)/H.
(15) Assume that Σ is H-simple. We denote Σ̄1 = {∆ ∈ Σ1|∆◦ ⊂ |Σ|◦} ∪

{Hop||Σ|}.
(a) Hop||Σ| ∈ Σ̄1 ⊂ Σ1. ♯Σ0 = ♯Σ̄1.
(b) We denote ∆ ≤ Λ, if ∆+H ⊃ Λ+H for any ∆ ∈ Σ0 and any Λ ∈ Σ0.

Then, the relation ≤ is a total order on Σ0.
(c) We denote ∆ ≤ Λ, if ∆+H ⊃ Λ+H for any ∆ ∈ Σ̄1 and any Λ ∈ Σ̄1.

Then, the relation ≤ is a total order on Σ̄1.
Let r = ♯Σ0 = ♯Σ̄1 ∈ Z+.
We consider the total order on Σ0 described in (b). Let ∆ : {1, 2, . . . , r} →

Σ0 denote the unique bijective mapping preserving the order.
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We consider the total order on Σ̄1 described in (c). Let ∆̄ : {1, 2, . . . , r} →
Σ̄1 denote the unique bijective mapping preserving the order.
(d) Consider any i ∈ {1, 2, . . . , r} and any E ∈ F(|Σ|)1 − {H}. There

exists a unique real number c(Σ, i, E) ∈ R depending on the pair (i, E)
satisfying bE/N∗ + c(Σ, i, E)bH/N∗ ∈ vect(∆̄(i)).

Below we assume c(Σ, i, E) ∈ R and bE/N∗+c(Σ, i, E)bH/N∗ ∈ vect(∆̄(i))
for any i ∈ {1, 2, . . . , r} and any E ∈ F(|Σ|)1 − {H}.
(e) For any i ∈ {1, 2, . . . , r}, ∆̄(i) = convcone({bE/N∗+c(Σ, i, E)bH/N∗ |E ∈

F(|Σ|)1 − {H}}).
(f) For any Γ ∈ Σ̄1, Γ = vect(Γ) ∩ |Σ|.
(g) For any E ∈ F(|Σ|)1 − {H}, c(Σ, 1, E) = 0.
(h) If r ≥ 2, then c(Σ, i, E) ≤ c(Σ, i + 1, E) for any i ∈ {1, 2, . . . , r − 1}

and any E ∈ F(|Σ|)1 − {H}.
(i) If r ≥ 2 and i ∈ {1, 2, . . . , r − 1}, then c(Σ, i, E) < c(Σ, i + 1, E) for

some E ∈ F(|Σ|)1 − {H}.
(j) Σ is rational over N∗, if and only if, c(Σ, i, E) ∈ Q for any i ∈

{2, 3, . . . , r} and any E ∈ F(|Σ|)1 − {H}.
(k) If r ≥ 2, then ∆(i) = ∆̄(i) + ∆̄(i+ 1) for any i ∈ {1, 2, . . . , r − 1}.
(l) ∆(r) = ∆̄(r) +H.

(m) {Λ ∈ Σ|Λ 6⊂ |F(|Σ|)/H |} = Σ0 ∪ Σ̄1.
(n) ∆̄(1) = Hop||Σ| ⊂ ∂|Σ|. Σ0/∆̄(1) = {∆(1)}.

For any i ∈ {2, 3, . . . , r}, ∆̄(i)◦ ⊂ |Σ|◦, ∆̄(i) 6⊂ ∂|Σ|, and Σ0/∆̄(i) =
{∆(i− 1),∆(i)}.

(o) H ⊂ ∆(r). Σ̄1\∆(r) = {∆̄(r)}.
For any i ∈ {1, 2, . . . , r − 1}, H 6⊂ ∆(i), Σ̄1\∆(i) = {∆̄(i), ∆̄(i+ 1)}.

(p) If r ≥ 2, then ∆(i) ∩∆(j) = ∆̄(i+ 1) ∩ ∆̄(j) for any i ∈ {1, 2, . . . ,
r − 1} and any j ∈ {2, 3, . . . , r} with i < j.

(q) Consider any ω ∈ vect(Hop||Σ|).
Take the unique function ω̄ : F(Hop||Σ|)1 → R satisfying ω =∑
E∈F(Hop||Σ|)1

ω̄(E)bE/N∗ . For any i ∈ {1, 2, . . . , r}, put t(i) =∑
E∈F(Hop||Σ|)1

ω̄(E)c(Σ, i, E) ∈ R.

(i) t(1) = 0.
(ii) For any i ∈ {1, 2, . . . , r}, the following claims hold:

(A) ({ω}+ RbH/N∗) ∩ vect(∆̄(i)) = {ω + t(i)bH/N∗}.
(B) ω + t(i)bH/N∗ ∈ ∆̄(i) ⇔ ω ∈ Hop||Σ|.
(C) ω + t(i)bH/N∗ ∈ ∆̄(i)◦ ⇔ ω ∈ (Hop||Σ|)◦.

(iii) The following claims hold for any i ∈ {1, 2, . . . , r − 1}, if r ≥ 2.
(A) If ω ∈ Hop||Σ|, then t(i) ≤ t(i+ 1).
(B) ({ω}+ RbH/N∗) ∩∆(i)

=

{
{ω + tbH/N∗ |t ∈ R, t(i) ≤ t ≤ t(i+ 1)} if ω ∈ Hop||Σ|,
∅ if ω 6∈ Hop||Σ|.

(C) If ω ∈ (Hop||Σ|)◦, then t(i) < t(i + 1).
(D) ({ω}+ RbH/N∗) ∩∆(i)◦

=

{
{ω + tbH/N∗ |t ∈ R, t(i) < t < t(i+ 1)} if ω ∈ (Hop||Σ|)◦,
∅ if ω 6∈ (Hop||Σ|)◦.
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(iv) ({ω}+ RbH/N∗) ∩∆(r)

=

{
{ω + tbH/N∗ |t ∈ R, t(r) ≤ t} if ω ∈ Hop||Σ|,
∅ if ω 6∈ Hop||Σ|.

(v) ({ω}+ RbH/N∗) ∩∆(r)◦

=

{
{ω + tbH/N∗ |t ∈ R, t(r) < t} if ω ∈ (Hop||Σ|)◦,
∅ if ω 6∈ (Hop||Σ|)◦.

(r) Let π : vect(|Σ|) → vect(Hop||Σ|) denote the unique surjective homo-
morphism of vector spaces over R satisfying π−1(0) = vect(H) and
π(x) = x for any x ∈ vect(Hop||Σ|).
π(|Σ|) = Hop||Σ|. For any ∆ ∈ Σ, π(∆) ∈ F(Hop||Σ|), π−1(π(∆)) ∩
|Σ| ∈ F(|Σ|)/H.
For any ∆ ∈ Σ with vect(H) ⊂ vect(∆), dim π(∆) = dim∆− 1.
For any ∆ ∈ Σ with vect(H) 6⊂ vect(∆), dim π(∆) = dim∆.
For any ∆ ∈ Σ with ∆ 6⊂ Hop||Σ|, ∆◦ ⊂ (π−1(π(∆)) ∩ |Σ|)◦.

(s) If ∆ ∈ Σ, Λ ∈ F(|Σ|), ∆◦ ⊂ Λ◦ and ∆ 6⊂ Hop||Σ|, then H ⊂ Λ, and
dim∆ = dimΛ or dim∆ = dimΛ− 1.
If ∆ ∈ Σ, Λ ∈ F(|Σ|), ∆◦ ⊂ Λ◦ and ∆ ⊂ Hop||Σ|, then ∆ = Λ and
dim∆ = dimΛ.

(16) Assume that Σ is H-simple. Consider any Λ ∈ F(|Σ|)/H.
We use the same notations Σ̄1, r, ∆ and ∆̄ as above. We denote Σ\Λ1 =

{Γ ∈ Σ\Λ|Γ◦ ⊂ Λ◦} ∪ {Hop|Λ}.
(a) r ∈ {i ∈ {1, 2, . . . , r}| dim(∆(i) ∩ Λ) = dimΛ} 6= ∅.
Put r̄ = ♯{i ∈ {1, 2, . . . , r}| dim(∆(i) ∩ Λ) = dimΛ} ∈ Z+. Let ν :

{1, 2, . . . , r̄} → {1, 2, . . . , r} be the unique injective mapping preserving the
order and satisfying ν({1, 2, . . . , r̄}) = {i ∈ {1, 2, . . . , r}| dim(∆(i) ∩ Λ) =
dimΛ}.
(b) 1 ≤ r̄ ≤ r. ν(r̄) = r.
(c) ♯(Σ\Λ)0 = ♯Σ\Λ1 = r̄.
(d) (Σ\Λ)0 = {∆ν(i) ∩ Λ|i ∈ {1, 2, . . . , r̄}}.

We consider the total order on (Σ\Λ)0 described in 15.(b).
The bijective mapping {1, 2, . . . , r̄} → (Σ\Λ)0 sending i ∈ {1, 2, . . . , r̄}
to ∆ν(i) ∩ Λ ∈ (Σ\Λ)0 preserves the order.

(e) Σ\Λ1 = {∆̄ν(i) ∩ Λ|i ∈ {1, 2, . . . , r̄}}.
We consider the total order on Σ\Λ1 described in 15.(c). The bijective
mapping {1, 2, . . . , r̄} → Σ\Λ1 sending i ∈ {1, 2, . . . , r̄} to ∆̄ν(i)∩Λ ∈
Σ\Λ1 preserves the order.

(f) For any j ∈ Z with 1 ≤ j < ν(1), ∆(j) ∩ Λ = ∆̄ν(1) ∩ Λ.
For any i ∈ {2, 3, . . . , r̄} and any j ∈ Z with ν(i − 1) < j < ν(i),
∆(j) ∩ Λ = ∆̄ν(i) ∩ Λ.

(g) For any j ∈ Z with 1 ≤ j ≤ ν(1), ∆̄(j) ∩ Λ = ∆̄ν(1) ∩ Λ.
For any i ∈ {2, 3, . . . , r̄} and any j ∈ Z with ν(i − 1) < j ≤ ν(i),
∆̄(j) ∩ Λ = ∆̄ν(i) ∩ Λ.

Consider any A ∈ F(S)ℓ and any E ∈ F(|Σ(S|V )|)1. For any a ∈ A, the real
number 〈bE/N∗ , a〉 does not depend on the choice of a ∈ A and it depends only on
A and E. We take any a ∈ A and we define 〈bE/N∗ , A〉 = 〈bE/N∗ , a〉.
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(17) S is G-simple, if and only if, the following three conditions are satisfied:
(a) For any A ∈ F(S)ℓ and any Ā ∈ F(S)ℓ, 〈bG/N∗ , A〉 = 〈bG/N∗ , Ā〉, if

and only if, A = Ā.
We assume that the first condition is satisfied. Let r = c(S). Let A :

{1, 2, . . . , r} → F(S)ℓ be the unique bijective mapping satisfying 〈bG/N∗ , A(i−
1)〉 > 〈bG/N∗ , A(i)〉 for any i ∈ {2, 3, . . . , r}, if r ≥ 2.
(b) 〈bE/N∗ , A(2)〉 ≥ 〈bE/N∗ , A(1)〉 for any E ∈ F(|Σ(S|V )|)1 − {G}, if

r ≥ 2.
(c)

〈bE/N∗ , A(i)〉 − 〈bE/N∗ , A(i− 1)〉
〈bG/N∗ , A(i − 1)〉 − 〈bG/N∗ , A(i)〉 ≤ 〈bE/N∗ , A(i+ 1)〉 − 〈bE/N∗ , A(i)〉

〈bG/N∗ , A(i)〉 − 〈bG/N∗ , A(i+ 1)〉 ,

for any i ∈ {2, 3, . . . , r−1} and any E ∈ F(|Σ(S|V )|)1−{G}, if r ≥ 3.
(18) Assume that S is G-simple. Let r = c(S) ∈ Z+. Let A : {1, 2, . . . , r} →

F(S)ℓ be the unique bijective mapping satisfying 〈bG/N∗ , A(i−1)〉 > 〈bG/N∗ , A(i)〉
for any i ∈ {2, 3, . . . , r}, if r ≥ 2.

We denote Σ̄(S|V )1 = {∆ ∈ Σ(S|V )1|∆◦ ⊂ |Σ(S|V )|◦}∪{Gop||Σ(S|V )|} ⊂
Σ(S|V )1, and ∆G = ∆(Gop||Σ(S|V )|, |Σ(S|V )||V ∗) ∈ F(stab(S))ℓ+1. The
following claims hold:
(a) There exists E ∈ F(|Σ(S|V )|)1 − {G} with 〈bE/N∗ , A(2)〉 > 〈bE/N∗ ,

A(1)〉, if r ≥ 2.
(b) For any i ∈ {2, 3, . . . , r − 1} there exists E ∈ F(stab(S)∨|V )1 − {G}

with

〈bE/N∗ , A(i)〉 − 〈bE/N∗ , A(i− 1)〉
〈bG/N∗ , A(i − 1)〉 − 〈bG/N∗ , A(i)〉 <

〈bE/N∗ , A(i+ 1)〉 − 〈bE/N∗ , A(i)〉
〈bG/N∗ , A(i)〉 − 〈bG/N∗ , A(i+ 1)〉 ,

if r ≥ 3.
(c) A(1)+∆G ∈ F(S)ℓ+1. stab(A(1)+∆G) = ∆G. ∆(A(1)+∆G, S|V ) =

Gop||Σ(S|V )| ∈ Σ(S|V )1.

If Â ∈ F(S)ℓ+1 and stab(Â) = ∆G, then Â = A(1) + ∆G.
(d) conv(A(i − 1) ∪ A(i)) ∈ F(S)ℓ+1, stab(conv(A(i − 1) ∪ A(i))) = L,

∆(conv(A(i−1)∪A(i)), S|V ) ∈ Σ(S|V )1, and ∆(conv(A(i−1)∪A(i)),
S|V )◦ ⊂ |Σ(S|V )|◦ for any i ∈ {2, 3, . . . , r}, if r ≥ 2.

If Â ∈ F(S)ℓ+1 and stab(Â) = L, then r ≥ 2 and Â = conv(A(i− 1)∪
A(i)) for some i ∈ {2, 3, . . . , r}.

(e) Σ̄(S|V )1 = {∆(A(1)+∆G, S|V )}∪{∆(conv(A(i− 1)∪A(i)), S|V )|i ∈
{2, 3, . . . , r}}.

(f) We define a bijective mapping ∆̄ : {1, 2, . . . , r} → Σ̄(S|V )1 by putting
∆̄(1) = ∆(A(1)+∆G, S|V ) and ∆̄(i) = ∆(conv(A(i− 1)∪A(i)), S|V )
for any i ∈ {2, 3, . . . , r}. For any i ∈ {1, 2, . . . , r} and any E ∈
F(|Σ(S|V )|)1−{G}, we take a unique real number c(Σ(S|V ), i, E) ∈ R

satisfying bE/N∗ + c(Σ(S|V ), i, E)bG/N∗ ∈ vect(∆̄(i)).

For any i ∈ {2, 3, . . . , r}, ∆̄(i − 1) +G ⊃ ∆̄(i) +G, if r ≥ 2.
If we define a total order described in 15.(c) on Σ̄(S|V )1, the mapping
∆̄ preserves the order.
For any i ∈ {2, 3, . . . , r} and any E ∈ F(|Σ(S|V )|)1 − {G},

c(Σ(S|V ), i, E) =
〈bE/N∗ , A(i)〉 − 〈bE/N∗ , A(i− 1)〉
〈bG/N∗ , A(i− 1)〉 − 〈bG/N∗ , A(i)〉 ,
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if r ≥ 2.
(19) Assume that S is of G-Weierstrass type. Let A be the unique G-top minimal

face and let a0 ∈ A be any point of A. We denote U = {a ∈ V |〈bG/N , a〉 <
〈bG/N , a0〉} and W = {a ∈ V |〈bG/N , a〉 = 0} = vect(G)∨|V ∗. Let f ∈ V be
any point of V with 〈bG/N , f〉 = 1. We put

ρ(a) =
a− 〈bG/N , a〉f

〈bG/N , a0〉 − 〈bG/N , a〉
∈W

for any a ∈ U and we define a mapping ρ : U →W .
(a) ρ(S ∩ U) = ∅, if and only if, c(S) = 1.
Below, we assume c(S) ≥ 2. Note that the normal fan Σ(S|V ) of S is
of G-Weierstrass type and there exists uniquely ∆ ∈ Σ(S|V )0 with ∆ ⊃
Gop||Σ(S|V )|. We take the unique ∆ ∈ Σ(S|V )0 with ∆ ⊃ Gop||Σ(S|V )|.
(b) ρ(S ∩ U) is a convex pseudo polytope in W with stab(ρ(S ∩ U)) =

stab(S) ∩W . If S is rational over N , then ρ(S ∩ U) is rational over
N ∩W .

(c) c(ρ(S ∩U)) = 1, if and only if, there exists a vector subspace X of V ∗

such that dimX = dim V−1, X∩|Σ(S|V )|◦ 6= ∅, X∩(Gop||Σ(S|V )|)◦ =
∅ and ∆ = (Gop||Σ(S|V )|) + (X ∩ |Σ(S|V )|).

(d) If S is G-simple, then c(ρ(S ∩ U)) = 1.

Definition 12.3. Assume that Σ is H-simple. We denote Σ̄1 = {∆ ∈ Σ1|∆◦ ⊂
|Σ|◦} ∪ {Hop||Σ|}.

(1) We call Σ̄1 the H-skeleton of Σ.
(2) We call the total order on Σ0 described in Lemma 12.2.15.(b) the H-order.
(3) We call the total order on Σ̄1 described in Lemma 12.2.15.(c) the H-order.
(4) We consider the H-order on Σ̄1. Let r = ♯Σ̄1 ∈ Z+. Let ∆̄ : {1, 2, . . . , r} →

Σ̄1 be the unique bijective mapping preserving the order. Consider any
i ∈ {1, 2, . . . , r} and any E ∈ F(|Σ|)1 − {H}. By Lemma 12.2.15.(d) there
exists uniquely a real number c(Σ, i, E) ∈ R depending on the pair (i, E)
satisfying bE/N∗ + c(Σ, i, E)bH/N∗ ∈ vect(∆̄(i)).

We call c(Σ, i, E) the structure constant of Σ corresponding to the pair
(i, E).

13. Basic subdivisions

We define the concept of basic subdivisions. The procedure of a basic subdivision
will be used as a unit for constructing an upward subdivision of a normal fan of a
Newton polyhedron in Section 17.

Let V be any vector space of finite dimension over R with dim V ≥ 2 and let N
be any lattice of V .

Let H be any regular cone of dimension one over N in V and let Φ be any flat
regular fan over N in V such that dimΦ ≥ 2, H ∈ Φ1 and Φ is starry with center
in H . Note that dim(Φ− (Φ/H)) = dimΦ− 1 ≥ 1.

In addition, we consider any non-negative integer m ∈ Z0 and any mapping

E : {1, 2, . . . ,m} → (Φ− (Φ/H))1.

For any i ∈ {0, 1, . . . ,m} and any Ē ∈ (Φ− (Φ/H))1, putting

s(i, Ē) = ♯({1, 2, . . . , i} ∩ E−1(Ē)) ∈ Z0,
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we define a mapping

s : {0, 1, . . . ,m} × (Φ− (Φ/H))1 → Z0.

The mapping s is uniquely determined depending on the mapping E.
For any i ∈ {1, 2, . . . ,m}, we put

F (i) =R0(bE(i)/N + s(i− 1, E(i))bH/N ) +H ⊂ V,

G(i) =R0(bE(i)/N + s(i− 1, E(i))bH/N ) ⊂ V,

H(i) =R0(bE(i)/N + s(i, E(i))bH/N ) ⊂ V.

We put

H(m+ 1) = H ⊂ V.

Three mappings are defined.

F,G : {1, 2, . . . ,m} → 2V .

H : {1, 2, . . . ,m,m+ 1} → 2V .

They are uniquely determined depending on the mapping E.

Lemma 13.1. (1) For any Ē ∈ (Φ− (Φ/H))1, s(0, Ē) = 0.
For any i ∈ {1, 2, . . . ,m} and any Ē ∈ (Φ− (Φ/H))1,

s(i, Ē) =

{
s(i− 1, Ē) if Ē 6= E(i),

s(i− 1, Ē) + 1 if Ē = E(i).

(2) For any i ∈ {1, 2, . . . ,m}, E(i), F (i), G(i), H(i), G(i) +H(i) and E(i) +H
are regular cones over N in V , dimE(i) = dimG(i) = dimH(i) = 1,
dimF (i) = dim(G(i) + H(i)) = dim(E(i) + H) = 2, and G(i) + H(i) ⊂
F (i) ⊂ E(i) +H ∈ Φ2/H.

(3) For any i ∈ {1, 2, . . . ,m}, F(G(i) + H(i))1 = {G(i), H(i)}, F(F (i))1 =
{G(i), H}, F(E(i)+H)1 = {E(i), H}, bG(i)/N = bE(i)/N +s(i−1, E)bH/N ,
bH(i)/N = bE(i)/N + s(i, E)bH/N = bG(i)/N + bH/N = bF (i)/N , and H(i) =
R0bF (i)/N ⊂ F (i).

(4) The mapping F is a center sequence of Φ of length m such that dimF (i) = 2
and F (i)◦ ⊂ |Φ/H |◦ for any i ∈ {1, 2, . . . ,m}, and it is determined by the
sextuplet (V,N,H,Φ,m,E) uniquely.

The iterated star subdivision Φ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m) of Φ along F
is a regular fan determined by the sextuplet (V,N,H,Φ,m,E) uniquely.

Below, for simplicity we denote

Ω = Φ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m) ⊂ 2V .

For any i ∈ {1, 2, . . . ,m}, we put

Ω(i) = (Ω/(G(i) +H(i)))fc ⊂ Ω ⊂ 2V .

For m+ 1, we put

Ω(m+ 1) = (Ω/H(m+ 1))fc ⊂ Ω ⊂ 2V .

We obtain a mapping

Ω : {1, 2, . . . ,m+ 1} → 22
V

.
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Remark . We denote two different objects by the same symbol Ω. One satisfies

Ω ∈ 22
V

and the other Ω is a mapping from {1, 2, . . . ,m+ 1} to 22
V

. It is easy to
distinguish them.

Lemma 13.2. (1) The iterated star subdivision Ω of Φ is a flat regular fan
over N in V . |Ω| = |Φ|. dimΩ = dimΦ. vect(|Ω|) = vect(|Φ|).

(2) For any i ∈ {1, 2, . . . ,m}, G(i) ∈ Ω1, G(i) + H(i) ∈ Ω2, and F (i)◦ ⊂
|Φ/H |◦. For any i ∈ {1, 2, . . . ,m+ 1}, H(i) ∈ Ω1.

(3) For any ∆ ∈ Φ/H, |Ω\∆| = ∆ and Ω\∆ is H-simple.
(4) Ω\|Φ− (Φ/H)| = Φ− (Φ/H).
(5) For any i ∈ {1, 2, . . . ,m + 1}, Ω(i) is a flat regular fan over N in V ,

dimΩ(i) = dimΦ, vect(|Ω(i)|) = vect(|Φ|), H(i) ∈ Ω(i)1, and Ω(i) is
starry with center in H(i).

(6) For any i ∈ {1, 2, . . . ,m}, G(i) + H(i) = |Ω(i)| ∩ (E(i) + H) ∈ Ω(i)2,
G(i) = |Ω(i) − (Ω(i)/H(i))| ∩ (G(i) + H(i)) ∈ (Ω(i) − (Ω(i)/H(i)))1 ⊂
Ω(i)1, Ω(i) = (Ω(i)/(G(i) +H(i)))fc = (Ω(i)/G(i))fc, and H(i) = |Ω(i) −
(Ω(i)/G(i))| ∩ (G(i) +H(i)) ∈ (Ω(i)− (Ω(i)/G(i)))1 ⊂ Ω(i)1

(7) For any i ∈ {1, 2, . . . ,m} any j ∈ {2, 3, . . . ,m+1} with i < j, Ω(i)∩Ω(j) =
(Ω(i)− (Ω(i)/G(i))) ∩ (Ω(j) − (Ω(j)/H(j))).

(8)

|Φ− (Φ/H)| ∪ (
⋃

i∈{1,2,...,m+1}

|Ω(i)/H(i)|◦) = |Φ|

(9) For any i ∈ {0, 1, . . . ,m+ 1}, |Φ− (Φ/H)| ∩ |Ω(i)/H(i)|◦ = ∅.
For any i ∈ {0, 1, . . . ,m + 1} and any j ∈ {0, 1, . . . ,m + 1} with i 6= j,

|Ω(i)/H(i)|◦ ∩ |Ω(j)/H(j)|◦ = ∅.
(10)

(Φ− (Φ/H)) ∪ (
⋃

i∈{1,2,...,m+1}

(Ω(i)/H(i))) = Ω

(11) For any i ∈ {0, 1, . . . ,m+ 1}, (Φ− (Φ/H)) ∩ (Ω(i)/H(i)) = ∅.
For any i ∈ {0, 1, . . . ,m + 1} and any j ∈ {0, 1, . . . ,m + 1} with i 6= j,

(Ω(i)/H(i)) ∩ (Ω(j)/H(j)) = ∅.
(12) ⋃

i∈{1,2,...,m+1}

Ω(i)max = Ωmax

(13) For any i ∈ {0, 1, . . . ,m + 1} and any j ∈ {0, 1, . . . ,m + 1} with i 6= j,
Ω(i)max ∩Ω(j)max = ∅.

For any i ∈ {0, 1, . . . ,m+ 1}, we denote

X(i) = |Φ− (Φ/H)| ∪ (
⋃

j∈{1,2,...,i}

|Ω(j)/H(j)|◦) ⊂ |Φ|.

(14) X(0) = |Φ− (Φ/H)|. X(m+ 1) = |Φ|.
For any i ∈ {1, 2, . . . ,m + 1}, X(i − 1) ⊂ X(i), X(i − 1) 6= X(i), and

|Ω(i)| ∩X(i− 1) = |Ω(i)− (Ω(i)/H(i))|.
(15) For any i ∈ {0, 1, . . . ,m+ 1},

X(i) = |Φ− (Φ/H)| ∪ (
⋃

j∈{1,2,...,i}

|Ω(j)|),

|Ω\X(i)| = X(i),
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and X(i) is a closed subset of |Φ|.
For any i ∈ {1, 2, . . . ,m}, we put

Ω◦(i) = Ω(i)/G(i) ⊂ Ω(i) ⊂ 2V .

For m+ 1, we put
Ω◦(m+ 1) = Ω(m+ 1) ⊂ 2V .

We obtain a mapping

Ω◦ : {1, 2, . . . ,m+ 1} → 22
V

.

Lemma 13.3. (1) For any i ∈ {1, 2, . . . ,m+ 1}, the following claims hold:
(a) Ω(i)max ⊂ Ω◦(i) ⊂ Ω(i). (Ω(i)max)fc = Ω◦(i)fc = Ω(i). |Ω(i)max| =

|Ω◦(i)| = |Ω(i)| ⊃ |Ω◦(i)|◦.
(b) Ω◦(i) = Ω(i) ⇔ |Ω◦(i)|◦ = |Ω(i)| ⇔ i = m+ 1.
(c) If i 6= m+1, then Ω(i) = Ω◦(i)∪ (Ω(i)− (Ω(i)/G(i))), Ω◦(i)∩ (Ω(i)−

(Ω(i)/G(i))) = ∅, |Ω(i)| = |Ω◦(i)|◦∪|Ω(i)−(Ω(i)/G(i))|, and |Ω◦(i)|◦∩
|Ω(i)− (Ω(i)/G(i))| = ∅.

(d) For any Θ ∈ Ω◦(i)/H(i), H(i)op|Θ ∈ Ω◦(i) − (Ω◦(i)/H(i)). For any
Λ ∈ Ω◦(i)− (Ω◦(i)/H(i)), Λ +H(i) ∈ Ω◦(i)/H(i).
The mapping from Ω◦(i)/H(i) to Ω◦(i)− (Ω◦(i)/H(i)) sending
Θ ∈ Ω◦(i)/H(i) to H(i)op|Θ ∈ Ω◦(i) − (Ω◦(i)/H(i)) and the map-
ping from Ω◦(i) − (Ω◦(i)/H(i)) to Ω◦(i)/H(i) sending Λ ∈ Ω◦(i) −
(Ω◦(i)/H(i)) to Λ+H(i) ∈ Ω◦(i)/H(i) are bijective mapping preserv-
ing the inclusion relation between Ω◦(i)/H(i) and Ω◦(i)−(Ω◦(i)/H(i)),
and they are the inverse mappings of each other.
Furthermore, if Θ ∈ Ω◦(i)/H(i) and Λ ∈ Ω◦(i) − (Ω◦(i)/H(i)) corre-
spond to each other by them, then dimΘ = dimΛ + 1.

(2) ⋃

i∈{1,2,...,m+1}

|Ω◦(i)|◦ = |Φ|

(3) For any i ∈ {0, 1, . . . ,m + 1} and any j ∈ {0, 1, . . . ,m + 1} with i 6=
j,|Ω◦(i)|◦ ∩ |Ω◦(j)|◦ = ∅.

(4) ⋃

i∈{1,2,...,m+1}

Ω◦(i) = Ω

(5) For any i ∈ {0, 1, . . . ,m + 1} and any j ∈ {0, 1, . . . ,m + 1} with i 6= j,
Ω◦(i) ∩ Ω◦(j) = ∅.

For any i ∈ {0, 1, . . . ,m+ 1}, we denote

Y (i) =
⋃

j∈{i+1,i+2,...,m+1}

|Ω◦(j)|◦ ⊂ |Φ|.

(6) Y (0) = |Φ|. Y (m+ 1) = ∅.
For any i ∈ {1, 2, . . . ,m+1}, Y (i− 1) ⊃ Y (i), Y (i− 1) 6= Y (i). For any

i ∈ {1, 2, . . . ,m}, |Ω(i)| ∩ Y (i) = |Ω(i)− (Ω(i)/G(i))|.
(7) For any i ∈ {0, 1, . . . ,m+ 1},

Y (i) =
⋃

j∈{i+1,i+2,...,m+1}

|Ω(j)|,

|Ω\Y (i)| = Y (i),
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and Y (i) is a closed subset of |Φ|.
Definition 13.4. We denote Ω = E ∗F (1) ∗F (2) ∗ · · · ∗F (m) above by the symbol

Ω(V,N,H,Φ,m,E) ⊂ 2V ,

and we call it the basic subdivision associated with the sextuplet (V,N,H,Φ,m,E),
because Ω is uniquely determined depending on the sextuplet (V,N,H,Φ,m,E).

Ω(V,N,H,Φ,m,E) is an iterated star subdivision of Φ, it is a flat regular
fan over N in V , and for any ∆ ∈ Φ/H , Ω(V,N,H,Φ,m,E)\∆ is H-simple.
|Ω(V,N,H,Φ,m,E)| = |Φ|.

Note that depending on the sextuplet (V,N,H,Φ,m,E), six mappings

s : {0, 1, . . . ,m} × (Φ− (Φ/H))1 → Z0,

F,G : {1, 2, . . . ,m} → 2V ,

H : {1, 2, . . . ,m,m+ 1} → 2V ,

Ω : {1, 2, . . . ,m,m+ 1} → 22
V

,

Ω◦ : {1, 2, . . . ,m,m+ 1} → 22
V

,

are defined above.
We denote these six mappings by s(V,N,H,Φ,m,E), F (V,N,H,Φ,m,E),

G(V,N,H,Φ,m,E), H(V,N,H,Φ,m,E), Ω(V,N,H,Φ,m,E) and
Ω◦(V,N,H,Φ,m,E) respectively, and we express the dependence explicitly.

Remark . We denote two different objects by the same symbol Ω(V,N,H,Φ,m,E).

One satisfies Ω(V,N,H,Φ,m,E) ∈ 22
V

and the other Ω(V,N,H,Φ,m,E) is a map-

ping from {1, 2, . . . ,m+ 1} to 22
V

. It is easy to distinguish them.

Lemma 13.5. Consider any subset Φ̂ of Φ satisfying dim Φ̂ = dimvect(|Φ̂|) ≥ 2,

Φ̂max = Φ̂0, H ∈ Φ̂1 and Φ̂ = (Φ̂/H)fc.

We know that ∅ 6= Φ̂ = Φ̂fc, Φ̂ is flat regular fan over N in V and it is starry
with center in H.

Note that ∅ 6= (Φ̂ − (Φ̂/H))1 ⊂ (Φ − (Φ/H))1 and E−1((Φ̂ − (Φ̂/H))1) ⊂
{1, 2, . . . ,m}.

Let m̂ = ♯E−1((Φ̂ − (Φ̂/H))1) ∈ Z0. Let τ̂ : {1, 2, . . . , m̂} → {1, 2, . . . ,m} be
the unique injective mapping preserving the order and satisfying τ̂ ({1, 2, . . . , m̂}) =
E−1((Φ̂ − (Φ̂/H))1). Putting τ̂ (0) = 0 and τ̂ (m̂ + 1) = m + 1, we define an ex-
tension τ̂ : {0, 1, 2, . . . , m̂, m̂ + 1} → {0, 1, 2, . . . ,m,m + 1} of τ̂ : {1, 2, . . . , m̂} →
{1, 2, . . . ,m}. Let Ê : {1, 2, . . . , m̂} → (Φ̂ − (Φ̂/H))1 be the unique mapping sat-

isfying ιÊ = Eτ̂ , where ι : (Φ̂ − (Φ̂/H))1 → (Φ − (Φ/H))1 denotes the inclusion
mapping.

(1) Ω(V,N,H,Φ,m,E)\|Φ̂| = Ω(V,N,H, Φ̂, m̂, Ê).

(2) Let s = s(V,N,H,Φ,m,E) and ŝ = s(V,NH, Φ̂, m̂, Ê).

For any Ē ∈ (Φ̂−(Φ̂/H))1, any i ∈ {0, 1, . . . , m̂} and any j ∈ {0, 1, . . . ,m}
with τ̂ (i) ≤ j < τ̂ (i+1), ŝ(i, Ē) = s(j, Ē) = s(τ̂ (i), Ē) = s(τ̂ (i+1)− 1, Ē).

(3) Let F = F (V,N,H,Φ,m,E), G = G(V,N,H,Φ,m,E),

F̂ = F (V,N,H, Φ̂, m̂, Ê), and Ĝ = G(V,N,H, Φ̂, m̂, Ê).

F̂ = F τ̂ , and Ĝ = Gτ̂ .
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(4) Let H = H(V,N,H,Φ,m,E), Ω = Ω(V,N,H,Φ,m,E),

Ω◦ = Ω◦(V,N,H,Φ,m,E), Ĥ = H(V,N,H, Φ̂, m̂, Ê), Ω̂ = Ω(V,N,H, Φ̂, m̂, Ê),

and Ω̂◦ = Ω◦(V,N,H, Φ̂, m̂, Ê).

(a) Ĥ = Hτ̂ .

(b) Ω̂(m̂+ 1) = Ωτ̂(m̂+ 1)\|Φ̂| = Ω(m+ 1)\|Φ̂|.
(c) For any i ∈ {1, 2, . . . , m̂},

Ω̂(i) ⊂ Ωτ̂(i)\|Φ̂|, and

(Ωτ̂ (i)\|Φ̂|)− Ω̂(i)

⊂ (Ωτ̂ (i)− (Ωτ̂ (i)/Gτ̂(i)) ∩ (Ωτ̂ (i)− (Ωτ̂ (i)/Hτ̂(i)).

(d) For any j ∈ {1, 2, . . . ,m} − τ̂ ({1, 2, . . . , m̂}),
Ω(j)\|Φ̂| ⊂ (Ω(j)− (Ω(j)/G(j)) ∩ (Ω(j)) − (Ω(j)/H(j)).

(e) For any i ∈ {1, 2, . . . , m̂, m̂ + 1}, Ω̂◦(i) = Ω◦τ̂(i)\|Φ̂|, and |Ω̂◦(i)|◦ =

|Ω◦τ̂(i)|◦ ∩ |Φ̂|.
(5) For any j ∈ {1, 2, . . . ,m}, j ∈ τ̂({1, 2, . . . , m̂}) ⇔ E(j) ∈ (Φ̂− (Φ̂/H))1 ⇔

F (j) ⊂ |Φ̂| ⇔ G(j) ⊂ |Φ̂| ⇔ H(j) ⊂ |Φ̂| ⇔ G(j) +H(j) ⊂ |Φ̂|.
{F̂ (i)|i ∈ {1, 2, . . . , m̂}} = {F τ̂(i)|i ∈ {1, 2, . . . , m̂}} =

{F (j)|j ∈ {1, 2, . . . ,m}, F (j) ⊂ |Φ̂|}.
{Ĝ(i)|i ∈ {1, 2, . . . , m̂}} = {Gτ̂(i)|i ∈ {1, 2, . . . , m̂}} =

{G(j)|j ∈ {1, 2, . . . ,m}, G(j) ⊂ |Φ̂|}.
{Ĥ(i)|i ∈ {1, 2, . . . , m̂, m̂ + 1}} = {Hτ̂(i)|i ∈ {1, 2, . . . , m̂, m̂ + 1}} =

{H(j)|j ∈ {1, 2, . . . ,m,m+ 1}, H(j) ⊂ |Φ̂|}.
(6) For any j ∈ {1, 2, . . . ,m+1}, j ∈ τ̂({1, 2, . . . , m̂+1}) ⇔ |Ω◦(j)|◦∩|Φ̂| 6= ∅.

For any i ∈ {1, 2, . . . , m̂ + 1} and any Θ ∈ Ω◦τ̂(i)/Hτ̂(i), Θ ⊂ |Φ̂|, if
and only if, Hτ̂(i)op|Θ ⊂ |Φ̂|.

(7) If i ∈ {1, 2, . . . , m̂}, j ∈ {1, 2, . . . ,m} and τ̂(i) ≤ j < τ̂ (i+ 1), then

X(j) ∩ |Φ̂| = |Φ̂− (Φ̂/H)| ∪ (
⋃

k∈{1,2,...,i}

|Ω̂(k)|),

Y (j) ∩ |Φ̂| =
⋃

k∈{i+1,i+2,...,m̂+1}

|Ω̂(k)|),

where X(j) and Y (j) are subsets of |Φ| defined in Lemma 13.2.14 and in
Lemma 13.3.6 respectively.

Lemma 13.6. Consider any ∆ ∈ Φ/H with dim∆ ≥ 2.
Note that F(∆) is a flat regular fan over N in V , F(∆) ⊂ Φ, |F(∆)| = ∆,

dimF(∆) = dim∆ ≥ 2, H ∈ F(∆)1, and F(∆) is starry with center in H.
Note that ∅ 6= (F(∆)− (F(∆)/H))1 ⊂ (Φ− (Φ/H))1 and

E−1((F(∆) − (F(∆)/H))1) ⊂ {1, 2, . . . ,m}.
Let m̂ = ♯E−1((F(∆)−(F(∆)/H))1) ∈ Z0. Let τ̂ : {1, 2, . . . , m̂} → {1, 2, . . . ,m}

be the unique injective mapping preserving the order and satisfying τ̂ ({1, 2, . . . ,
m̂}) = E−1((F(∆) − (F(∆)/H))1). Putting τ̂ (0) = 0 and τ̂(m̂ + 1) = m + 1,
we define an extension τ̂ : {0, 1, 2, . . . , m̂, m̂ + 1} → {0, 1, 2, . . . ,m,m + 1} of τ̂ :

{1, 2, . . . , m̂} → {1, 2, . . . ,m}. Let Ê : {1, 2, . . . , m̂} → (F(∆)− (F(∆)/H))1 be the

unique mapping satisfying ιÊ = Eτ̂ , where ι : (F(∆)−(F(∆)/H))1 → (Φ−(Φ/H))1
denotes the inclusion mapping.
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Let Hop = Hop|∆ ∈ F(∆)1, Ω̂ = Ω(V,N,H,F(∆), m̂, Ê),

ŝ = s(V,N,H,F(∆), m̂, Ê), F̂ = F (V,N,H,F(∆), m̂, Ê),

Ĝ = G(V,N,H,F(∆), m̂, Ê), Ĥ = H(V,N,H,F(∆), m̂, Ê),

and Ω̂ = Ω(V,N,H,F(∆), m̂, Ê).
For any i ∈ {1, 2, . . . , m̂+ 1}, we denote

Θ(i) = |Ω̂(i)| ⊂ ∆, and

Θ̄(i) = |Ω̂(i)− (Ω̂(i)/Ĥ(i))| ⊂ Θ(i).

(1) If dim∆ = 2, then ♯F(Hop)1 = 1, and for the unique element Ē ∈ F(Hop)1
and any i ∈ {0, 1, . . . , m̂}, ŝ(i, Ē) = i.

(2) For any i ∈ {1, 2, . . . , m̂, m̂+1}, Θ̄(i), Θ̄(i)+H and Θ(i) are regular cones
over N in V , dim Θ̄(i) = dim∆− 1, dim(Θ̄(i) +H) = dimΘ(i) = dim∆,

Θ̄(i) ⊂ Θ(i) ⊂ Θ̄(i) + H ⊂ ∆, Θ(i) + H = Θ̄(i) + H, Ĥ(i) ∈ F(Θ(i))1,

Θ̄(i) = Ĥ(i)op|Θ(i) ∈ F(Θ(i))1, Θ(i) = Θ̄(i) + Ĥ(i) ⊂ ∆, vect(Θ(i)) =
vect(∆), vect(H) ∩ vect(Θ̄(i)) = {0}, vect(H) + vect(Θ̄(i)) = vect(∆),
Θ̄(i) = vect(Θ̄(i)) ∩∆, Θ(i) + vect(H) = Θ̄(i) + vect(H) = ∆ + vect(H),

Ω̂(i) = F(Θ(i)), Ω̂(i)− (Ω̂(i)/Ĥ(i)) = F(Θ̄(i)), Θ̄(i) = convcone({bE/N∗ +

ŝ(i− 1, E)bH/N∗ |E ∈ F(Hop)1}) ⊂ ∆, and (F(∆)∗ F̂ (1)∗ F̂ (2)∗ · · · ∗ F̂ (i−
1))max = {Θ(j)|j ∈ {1, 2, . . . , i− 1}} ∪ {Θ̄(i) +H}.

(3) Consider any i ∈ {1, 2, . . . , m̂, m̂+ 1}.
For any Ē ∈ F(Hop)1, Ē +H ∈ F(∆)2/H, Θ̄(i)∩ (Ē +H) ∈ F(Θ̄(i))1.

The mapping from F(Hop)1 to F(Θ̄(i))1 sending Ē ∈ F(Hop)1 to Θ̄(i) ∩
(Ē +H) ∈ F(Θ̄(i))1 is a bijective mapping.
H ⊂ Θ(i) ⇔ i = m̂+ 1.
Θ̄(i)◦ 6⊂ ∆◦ ⇔ Θ̄(i) ⊂ ∂∆ ⇔ Θ̄(i) = Hop ⇔ i = 1.

(4) For any i ∈ {1, 2, . . . , m̂} and any j ∈ {2, 3, . . . , m̂+ 1} with i < j, Θ(i) ∩
Θ(j) = Θ(i) ∩ (Θ̄(j) +H) = Θ̄(i + 1) ∩ Θ̄(j).

(5) Consider any i ∈ {1, 2, . . . , m̂}. F̂ (i) = (Θ̄(i)+H)∩ (Ê(i)+H) ∈ F(Θ̄(i)+

H)2/H. Θ̄(i + 1) = Ĝ(i)op|Θ(i) ∈ F(Θ(i))1. Ĥ(i) = Θ̄(i + 1) ∩ (Ĝ(i) +

Ĥ(i)) ∈ F(Θ(i))1. Θ̄(i) ∩ Θ̄(i+ 1) = (Ĝ(i) + Ĥ(i))op|Θ(i). {Λ ∈ F(Θ(i))|
Λ◦ ⊂ ∆◦ ∪ (Hop)◦} = {Θ(i), Θ̄(i), Θ̄(i + 1)}. For any Ē ∈ F(Hop)1 −
{Ê(i)}. Θ(i) ∩ (Ē + H) = Θ̄(i) ∩ Θ̄(i + 1) ∩ (Ē + H) ∈ F(Θ̄(i) ∩ Θ̄(i +

1))1 = F(Θ(i))1 − {Ĝ(i), Ĥ(i)}. The mapping from F(Hop)1 − {Ê(i)} to

F(Θ(i))1−{Ĝ(i), Ĥ(i)} sending Ē ∈ F(Hop)1−{Ê(i)} to Θ(i)∩(Ē+H) ∈
F(Θ(i))1−{Ĝ(i), Ĥ(i)} is a bijective mapping. Θ(i)∩ (Ê(i)+H) = Ĝ(i)+

Ĥ(i) ∈ F(Θ(i))2.

(6) H = Ĥ(m̂+1) ∈ F(Θ(m̂+1))1. Θ̄(m̂+1) = Hop|Θ(m̂+1) ∈ F(Θ(m̂+1))1.
{Λ ∈ F(Θ(m̂ + 1))|Λ◦ ⊂ ∆◦ ∪ (Hop)◦} = {Θ(m̂+ 1), Θ̄(m̂ + 1)}. For any
Ē ∈ F(Hop)1, Θ(m̂+1)∩ (Ē+H) ∈ F(Θ(m̂+1))2/H. The mapping from
F(Hop)1 to F(Θ(m̂+1))2/H sending Ē ∈ F(Hop)1 to Θ(m̂+1)∩(Ē+H) ∈
F(Θ(m̂+ 1))2/H is a bijective mapping.

(7) Ω̂ is the iterated star subdivision of F(∆), it is a flat regular fan, and it is

determined by the sextuplet (V,N,H,F(∆), m̂, Ê) uniquely. |Ω̂| = ∆.

Ω̂ is H-simple. Let
¯̂
Ω1 = {Λ ∈ Ω̂1|Λ◦ ⊂ ∆◦} ∪ {Hop} denote the H-

skeleton of Ω̂.
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♯Ω̂0 = ♯
¯̂
Ω1 = m̂ + 1. Ω̂0 = {Θ(i)|i ∈ {1, 2, . . . , m̂, m̂ + 1}}. ¯̂

Ω1 =
{Θ̄(i)|i ∈ {1, 2, . . . , m̂, m̂+ 1}}.

We consider the H-order on Ω̂0. The bijective mapping from {1, 2, . . . , m̂,

m̂ + 1} to Ω̂0 sending i ∈ {1, 2, . . . , m̂, m̂ + 1} to Θ(i) ∈ Ω̂0 preserves
the H-order.

We consider the H-order on
¯̂
Ω1. The bijective mapping from {1, 2, . . . , m̂,

m̂ + 1} to
¯̂
Ω1 sending i ∈ {1, 2, . . . , m̂, m̂ + 1} to Θ̄(i) ∈ ¯̂

Ω1 preserves
the H-order.

Consider any Ē ∈ F(Hop)1 and any i ∈ {1, 2, . . . , m̂, m̂ + 1}. The

structure constant of Ω̂ corresponding to the pair (i, Ē) is equal to ŝ(i −
1, Ē) ∈ Z0.

14. Upper boundaries and lower boundaries

Upper boundaries and lower boundaries are applied to define characteristic func-
tions in the next section.

Let V be any vector space of finite dimension over R with dim V ≥ 1, let N
be any lattice of V , let H be any regular cone over N in V with dimH = 1 and
let πH : V → V/vect(H) denote the canonical surjective homomorphism of vector
spaces over R to the residue vector space V/vect(H).

Definition 14.1. Let X be any subset of V . We denote

∂H+X = {a ∈ X |({a}+ vect(H)) ∩X ⊂ {a}+ (−H)},
∂H−X = {a ∈ X |({a}+ vect(H)) ∩X ⊂ {a}+H},

and we call ∂H+X and ∂H−X the H-upper boundary of X and the H-lower boundary
of X respectively.

Lemma 14.2. Let ∆ be any convex polyhedral cone in V satisfying vect(H) ⊂
vect(∆).

(1)

∂H+∆ = |{Λ ∈ F(∆)|H 6⊂ ∆+ vect(Λ)}|
= |{Λ ∈ F(∆)|H 6⊂ ∆+ vect(Λ), dimΛ = dim∆− 1}|,

∂H−∆ = |{Λ ∈ F(∆)| −H 6⊂ ∆+ vect(Λ)}|
= |{Λ ∈ F(∆)| −H 6⊂ ∆+ vect(Λ), dimΛ = dim∆− 1}|,

∂H+∆ ∪ ∂H−∆ = |{Λ ∈ F(∆)|vect(H) 6⊂ vect(Λ)}|
= |{Λ ∈ F(∆)|vect(H) 6⊂ vect(Λ), dimΛ = dim∆− 1}|
⊂ ∂∆.

(2) ∂H+∆ = ∅ ⇔ H ⊂ ∆. ∂H−∆ = ∅ ⇔ −H ⊂ ∆.

(3) If ∂H+∆ 6= ∅, then πH(∂H+∆) = πH(∆) and the mapping πH : ∂H+∆ →
πH(∆) induced by πH is a homeomorphism.

If ∂H−∆ 6= ∅, then πH(∂H−∆) = πH(∆) and the mapping πH : ∂H−∆ →
πH(∆) induced by πH is a homeomorphism.
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(4)

∂H+∆ ∩ ∂H−∆ = |{Λ ∈ F(∆)|Λ ⊂ ∂H+∆ ∩ ∂H−∆, dimΛ ≤ dim∆− 2}|.
(5) Consider any a ∈ V . Note that πH(a) ∈ V/vect(H) and π−1

H (πH(a)) =
{a}+ RbH/N .

(a) If πH(a) ∈ πH(∆) and ∂H+∆ 6= ∅, then there exists uniquely a real

number t+ ∈ R satisfying a+ t+bH/N ∈ ∂H+∆.

In the case where πH(a) ∈ πH(∆) and ∂H+∆ 6= ∅, we take the unique

t+ ∈ R satisfying a+ t+bH/N ∈ ∂H+∆.

(b) If πH(a) ∈ πH(∆) and ∂H−∆ 6= ∅, then there exists uniquely a real

number t− ∈ R satisfying a+ t−bH/N ∈ ∂H−∆.

In the case where πH(a) ∈ πH(∆) and ∂H−∆ 6= ∅, we take the unique

t− ∈ R satisfying a+ t−bH/N ∈ ∂H−∆.

(c) If πH(a) ∈ πH(∆), ∂H+∆ 6= ∅ and ∂H−∆ 6= ∅, then t− ≤ t+.
(d) ({a}+ RbH/N ) ∩∆

=





∅ if πH(a) 6∈ πH(∆),

{a+ tbH/N |t ∈ R, t− ≤ t ≤ t+} if πH(a) ∈ πH(∆), ∂H+∆ 6= ∅ and ∂H−∆ 6= ∅,
{a+ tbH/N |t ∈ R, t ≤ t+} if πH(a) ∈ πH(∆), ∂H+∆ 6= ∅ and ∂H−∆ = ∅,
{a+ tbH/N |t ∈ R, t− ≤ t} if πH(a) ∈ πH(∆), ∂H+∆ = ∅ and ∂H−∆ 6= ∅,
{a+ tbH/N |t ∈ R} if πH(a) ∈ πH(∆), ∂H+∆ = ∅ and ∂H−∆ = ∅.

(e) If πH(a) ∈ πH(∆)◦, ∂H+∆ 6= ∅ and ∂H−∆ 6= ∅, then t− < t+.
(f) ({a}+ RbH/N ) ∩∆◦

=





∅ if πH(a) 6∈ πH(∆)◦,

{a+ tbH/N |t ∈ R, t− < t < t+} if πH(a) ∈ πH(∆)◦, ∂H+∆ 6= ∅ and ∂H−∆ 6= ∅,
{a+ tbH/N |t ∈ R, t < t+} if πH(a) ∈ πH(∆)◦, ∂H+∆ 6= ∅ and ∂H−∆ = ∅,
{a+ tbH/N |t ∈ R, t− < t} if πH(a) ∈ πH(∆)◦, ∂H+∆ = ∅ and ∂H−∆ 6= ∅,
{a+ tbH/N |t ∈ R} if πH(a) ∈ πH(∆)◦, ∂H+∆ = ∅ and ∂H−∆ = ∅.

15. Height, characteristic functions and compatible mappings

We define the height of a convex pseudo polytope in general situation. Charac-
teristic functions and compatible mappings are applied for constructing a special
basic subdivision associated with a given convex pseudo polytope.

In this section we consider the following objects: Let V be any vector space of
finite dimension over R with dimV ≥ 2, let N be any lattice of V , let H be any
regular cone of dimension one over the dual lattice N∗ of N in the dual vector
space V ∗ of V , let Φ be any flat regular fan over N∗ in V ∗ satisfying dimΦ ≥ 2,
H ∈ Φ1 and Φ is starry with center in H , let S be any rational convex pseudo
polytope over N in V satisfying dim(|Σ(S|V )|) ≥ 2 and |Φ| ⊂ |Σ(S|V )|, where
Σ(S|V ) denotes the normal fan of S, and let T be any convex pseudo polytope in
V satisfying dim(|Σ(T |V )|) ≥ 1 and H ⊂ vect(|Σ(T |V )|), where Σ(T |V ) denotes
the normal fan of T .

Note that bH/N∗ ∈ H ⊂ |Φ| ⊂ |Σ(S|V )| ⊂ vect(|Σ(S|V )|).
Lemma 15.1. (1) {〈bH/N∗ , a〉|a ∈ V(T )} is a non-empty finite subset of R,

where V(T ) denotes the skeleton of T .
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(2) 0 < ♯{〈bH/N∗ , a〉|a ∈ V(T )} ≤ c(T ), where c(T ) denotes the characteristic
number of T .

(3) If T is rational over N , then the subset

{m ∈ Z|ma ∈ N + (vect(|Σ(T |V )|)∨|V ∗) for any a ∈ V(T )}
of Z is an ideal of the ring Z containing a positite integer.

Proof. It follows from Theorem 9.8.7. �

We denote ℓ = dimvect(|Σ(S|V )|)∨|V ∗ = dim(stab(S) ∩ (−stab(S))) ∈ Z0.

Definition 15.2. (1) We define functions

⌈ ⌉, ⌊ ⌋ : R → Z,

by putting

⌈r⌉ = min{i ∈ Z|r ≤ i}, ⌊r⌋ = max{i ∈ Z|r ≥ i},
for any r ∈ R.

(2) We define

H(H,T ) = {〈bH/N∗ , a〉|a ∈ V(T )} ⊂ R,

height(H,T ) = maxH(H,T )−minH(H,T ) ∈ R0,

and we call H(H,T ) and height(H,T ), the H-height set of T and the H-
height of T respectively.

(3) Assume that T is rational over N . By den(T/N) we denote the minimum
positive integer in the ideal

{m ∈ Z|ma ∈ N + (vect(|Σ(T |V )|)∨|V ∗) for any a ∈ V(T )},
and we call den(T/N) ∈ Z+ the denominator of T over N .

(4) We define

(Φ,F(S)ℓ) = {F ∈ F(S)ℓ| dim(∆(F, S|V ) ∩∆) = dim∆ for some ∆ ∈ Φmax.}
⊂ F(S)ℓ,

V(Φ, S) =
⋃

F∈(Φ,F(S)ℓ)

F ⊂ V(S),

H(H,Φ, S) = {〈bH/N∗ , a〉|a ∈ V(Φ, S)} ⊂ R,

height(H,Φ, S) = maxH(H,Φ, S)−minH(H,Φ, S) ∈ R0,

and we call (Φ,F(S)ℓ), V(Φ, S), H(H,Φ, S) and height(H,Φ, S), the set of
minimal faces of the pair (Φ, S), the skeleton of the pair (Φ, S), theH-height
set of the pair (Φ, S) and the H-height of the pair (Φ, S) respectively.

(5) For any h ∈ H(H,Φ, S) we denote

Π(h) = {∆(F, S|V ) ∩∆|F ∈ (Φ,F(S)ℓ),∆ ∈ Φmax, dim(∆(F, S|V ) ∩∆) = dim∆,

〈bH/N∗ , a〉 = h for some a ∈ F}fc ⊂ Σ(S|V )∩̂Φ,
Σ(h) = {∆(F, S|V ) ∩∆|F ∈ (Φ,F(S)ℓ),∆ ∈ Φmax, dim(∆(F, S|V ) ∩∆) = dim∆,

〈bH/N∗ , a〉 ≥ h for some a ∈ F}fc ⊂ Σ(S|V )∩̂Φ.
Consider any ∆ ∈ Φ/H . S + (∆∨|V ∗) is a rational conex pseudo polytope over

N in V . stab(S + (∆∨|V ∗)) = ∆∨|V ∗. H ⊂ |Σ(S + (∆∨|V ∗)|V )| = stab(S +
(∆∨|V ∗))∨|V = ∆ ⊂ |Φ| ⊂ |Σ(S|V )| ⊂ vect(|Σ(S|V )|). Σ(S + (∆∨|V ∗)|V ) =
Σ(S|V )∩̂F(∆), where Σ(S + (∆∨|V ∗)|V ) denotes the normal fan of S + (∆∨|V ∗).
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Lemma 15.3. (1) The set H(H,T ) is a non-empty finite subset of R. 0 <
♯H(H,T ) ≤ c(T ).

If T is rational over N , then H(H,T ) ⊂ (1/den(T/N))Z ⊂ Q and
height(H,T ) ∈ (1/den(T/N))Z0 ⊂ Q0.

If T is rational over N and V(T ) ⊂ N + (vect(|Σ(T |V )|)∨|V ∗), then
den(T/N) = 1, H(H,T ) ⊂ Z and height(H,T ) ∈ Z0.

(2) ∅ 6= (Φ,F(S)ℓ) ⊂ F(S)ℓ.
∅ 6= V(Φ, S) ⊂ V(S). The set V(Φ, S) is the union of some connected

components of V(S).
∅ 6= H(H,Φ, S) ⊂ H(H,S) ⊂ (1/den(S/N))Z ⊂ Q. The set H(H,Φ, S)

is a non-empty finite subset of Q.
minH(H,Φ, S) = minH(H,S). height(H,Φ, S) ≤ height(H,S).
height(H,S) ∈ (1/den(S/N))Z0 ⊂ Q0.
height(H,Φ, S) ∈ (1/den(S/N))Z0 ⊂ Q0.
If V(S) ⊂ N + (vect(|Σ(S|V )|)∨|V ∗), then den(S/N) = 1, H(H,Φ, S) ⊂

H(H,S) ⊂ Z, height(H,S) ∈ Z0 and height(H,Φ, S) ∈ Z0.
(3) Consider any ∆ ∈ Φ/H.

H(H,S + (∆∨|V ∗)) ⊂ H(H,Φ, S) ⊂ Q.
minH(H,S + (∆∨|V ∗)) = minH(H,Φ, S).
height(H,S + (∆∨|V ∗)) ≤ height(H,Φ, S).
den(S/N) is a multiple of den(S + (∆∨|V ∗)/N).
H(H,S+(∆∨|V ∗)) ⊂ (1/den(S+(∆∨|V ∗)/N))Z ⊂ (1/den(S/N))Z ⊂ Q.
height(H,S+(∆∨|V ∗)) ∈ (1/den(S+(∆∨|V ∗)/N))Z0 ⊂ (1/den(S/N))Z0

⊂ Q0.
If V(S) ⊂ N + (vect(|Σ(S|V )|)∨|V ∗), then den(S + (∆∨|V ∗)/N) = 1,

H(H,S + (∆∨|V ∗)) ⊂ Z and height(H,S + (∆∨|V ∗)) ∈ Z0.
(4) maxH(H,Φ, S) = max{maxH(H,S+(∆∨|V ∗))|∆ ∈ Φmax} = max{maxH(H,

S + (∆∨|V ∗))|∆ ∈ Φ/H}.
height(H,Φ, S) = max{height(H,S+(∆∨|V ∗))|∆ ∈ Φmax} = max{height(

H,S + (∆∨|V ∗))|∆ ∈ Φ/H}.
(5) Consider any subset Φ̂ of Φ satisfying dim Φ̂ = dim vect(|Φ̂|) ≥ 2, Φ̂max =

Φ̂0, H ∈ Φ̂1 and Φ̂ = (Φ̂/H)fc.

Note that Φ̂ is a flat regular fan over N∗ in V ∗ and it is starry with
center in H, and |Φ̂| ⊂ |Φ| ⊂ |Σ(S|V )|.

V(Φ̂, S) ⊂ V(Φ, S). H(H, Φ̂, S) ⊂ H(H,Φ, S). minH(H, Φ̂, S) = minH(H,

Φ, S). height(H, Φ̂, S) ≤ height(H,Φ, S).
(6) Σ(S|V )∩̂Φ is a flat rational fan over N∗ in V ∗. dim(Σ(S|V )∩̂Φ) = dimΦ.

vect(|Σ(S|V )∩̂Φ|) = vect(|Φ|).
(7) Consider any h ∈ H(H,Φ, S). Π(h) and Σ(h) are flat rational fans over N∗

in V ∗. dimΠ(h) = dimΦ. vect(|Π(h)|) = vect(|Φ|). dimΣ(h) = dimΦ.
vect(|Σ(h)|) = vect(|Φ|). Π(h) ⊂ Σ(h) ⊂ Σ(S|V )∩̂Φ.

(8) Consider any g ∈ H(H,Φ, S) and any h ∈ H(H,Φ, S). g ≤ h ⇔ Σ(g) ⊃
Σ(h) ⇔ |Σ(g)| ⊃ |Σ(h)|. g = h⇔ Σ(g) = Σ(h) ⇔ |Σ(g)| = |Σ(h)|.

(9) We consider any F ∈ F(S)ℓ and any G ∈ F(S)ℓ such that 〈bH/N∗ , a〉 =
〈bH/N∗ , b〉 for some a ∈ F and some b ∈ G.

∂H+ (∆(F, S|V ) ∪∆(G,S|V )) = ∂H+∆(F, S|V ) ∪ ∂H+∆(G,S|V ), and

∂H− (∆(F, S|V ) ∪∆(G,S|V )) = ∂H−∆(F, S|V ) ∪ ∂H−∆(G,S|V ).
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Below in this section, we assume moreover that Σ(S|V )∩̂F(∆) is H-simple for
any ∆ ∈ Φmax. We denote

max = maxH(H,Φ, S) ∈ (1/den(S/N))Z, min = minH(H,Φ, S) ∈ (1/den(S/N))Z.

By πH : V ∗ → V ∗/vect(H) we denote the canonical surjective homomorphism of
vector spaces over R to the residue vector space V ∗/vect(H).

Lemma 15.4. Consider any h ∈ H(H,Φ, S).

(1) max ≥ min. height(H,Φ, S) = max−min. height(H,Φ, S) = 0 ⇔ max =
min ⇔ Φ is a subdivision of Σ(S|V ).

(2) ∂H+ |Π(h)| 6= ∅ ⇔ h 6= min. ∂H− |Π(h)| 6= ∅.
(3) If h 6= min, then πH(∂H+ |Π(h)|) = πH(|Π(h)|) and the mapping πH :

∂H+ |Π(h)| → πH(|Π(h)|) induced by πH is a homeomorphism.

πH(∂H− |Π(h)|) = πH(|Π(h)|) and the mapping πH : ∂H− |Π(h)| → πH(|Π(h)|)
induced by πH is a homeomorphism.

(4) Consider any a ∈ V ∗. Note that πH(a) ∈ V ∗/vect(H) and π−1
H (πH(a)) =

{a}+ RbH/N∗ .
(a) If πH(a) ∈ πH(|Π(h)|) and h 6= min, then there exists uniquely a real

number t+ ∈ R satisfying a+ t+bH/N∗ ∈ ∂H+ |Π(h)|.
In the case where πH(a) ∈ πH(|Π(h)|) and h 6= min, we take the unique

t+ ∈ R satisfying a+ t+bH/N∗ ∈ ∂H+ |Π(h)|.
(b) If πH(a) ∈ πH(|Π(h)|), then there exists uniquely a real number t− ∈ R

satisfying a+ t−bH/N∗ ∈ ∂H− |Π(h)|.
In the case where πH(a) ∈ πH(|Π(h)|), we take the unique t− ∈ R satis-

fying a+ t−bH/N∗ ∈ ∂H− |Π(h)|.
(c) If πH(a) ∈ πH(|Π(h)|) and h 6= min, then t− ≤ t+.
(d) ({a}+ RbH/N∗) ∩ |Π(h)|

=





∅ if πH(a) 6∈ πH(|Π(h)|),
{a+ tbH/N∗ |t ∈ R, t− ≤ t ≤ t+} if πH(a) ∈ πH(|Π(h)|) and h 6= min,

{a+ tbH/N∗ |t ∈ R, t− ≤ t} if πH(a) ∈ πH(|Π(h)|) and h = min.

(5) ∂H+ |Σ(h)| 6= ∅ ⇔ h 6= min. ∂H− |Σ(h)| = |Σ(h)| ∩ |Φ− (Φ/H)| 6= ∅.
(6) If h 6= min, then πH(∂H+ |Σ(h)|) = πH(|Σ(h)|) and the mapping πH :

∂H+ |Σ(h)| → πH(|Σ(h)|) induced by πH is a homeomorphism.

πH(∂H− |Σ(h)|) = πH(|Σ(h)|) and the mapping πH : ∂H− |Σ(h)| → πH(|Σ(h)|)
induced by πH is a homeomorphism.

(7) Consider any a ∈ V ∗. Note that πH(a) ∈ V ∗/vect(H) and π−1
H (πH(a)) =

{a}+ RbH/N∗ .
(a) If πH(a) ∈ πH(|Σ(h)|) and h 6= min, then there exists uniquely a real

number t+ ∈ R satisfying a+ t+bH/N∗ ∈ ∂H+ |Σ(h)|.
In the case where πH(a) ∈ πH(|Σ(h)|) and h 6= min, we take the unique

t+ ∈ R satisfying a+ t+bH/N∗ ∈ ∂H+ |Σ(h)|.
(b) If πH(a) ∈ πH(|Σ(h)|), then there exists uniquely a real number t− ∈ R

satisfying a+ t−bH/N∗ ∈ ∂H− |Σ(h)|.
In the case where πH(a) ∈ πH(|Σ(h)|), we take the unique t− ∈ R satis-

fying a+ t−bH/N∗ ∈ ∂H− |Σ(h)|.
(c) If πH(a) ∈ πH(|Σ(h)|) and h 6= min, then t− ≤ t+.
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(d) ({a}+ RbH/N∗) ∩ |Σ(h)|

=





∅ if πH(a) 6∈ πH(|Σ(h)|),
{a+ tbH/N∗ |t ∈ R, t− ≤ t ≤ t+} if πH(a) ∈ πH(|Σ(h)|) and h 6= min,

{a+ tbH/N∗ |t ∈ R, t− ≤ t} if πH(a) ∈ πH(|Σ(h)|) and h = min.

(8) If h = max, then Σ(h) = Π(h).
(9) Assume h 6= max. Put g = min{f ∈ H(H,Φ, S)|f > h} ∈ H(H,Φ, S).

Σ(h) = Σ(g)∪Π(h). |Σ(h)| = |Σ(g)|∪|Π(h)|. ∂H+ |Σ(g)| 6= ∅. ∂H− |Π(h)| 6=
∅. |Σ(g)| ∩ |Π(h)| = ∂H+ |Σ(g)| ∩ ∂H− |Π(h)|. ∂H− |Π(h)| ⊂ ∂H+ |Σ(g)| ∪ |Φ −
(Φ/H)|. ∂H+ |Σ(h)| = (∂H+ |Σ(g)| − ∂H− |Π(h)|) ∪ ∂H+ |Π(h)|.

(10) If h = min, then Σ(h) = Σ(S|V )∩̂Φ and |Σ(h)| = |Φ|.
(11)

πH(|Σ(h)|) ⊂ |πH∗Φ|.
πH(|Σ(h)|) = |{∆̄ ∈ (πH∗Φ)

max|∆̄ ⊂ πH(|Σ(h)|)}|.
clos(|πH∗Φ| − πH(|Σ(h)|)) = |{∆̄ ∈ (πH∗Φ)

max|∆̄ ⊂ clos(|πH∗Φ| − πH(|Σ(h)|))}|.
(12) Consider any Ē ∈ (Φ − (Φ/H))1. If height(H,Φ, S) > 0 and πH(Ē) ⊂

πH(Σ(max)), then there exists uniquely a real number γ(Ē) ∈ R satisfying
bĒ/N∗ + γ(Ē)bH/N∗ ∈ ∂H+Σ(max).

Below we assume moreover that height(H,Φ, S) > 0.

Definition 15.5. We define a function γ : (Φ− (Φ/H))1 → R.
Consider any Ē ∈ (Φ − (Φ/H))1. If πH(Ē) ⊂ πH(Σ(max)), then we take the

unique real number γ(Ē) ∈ R satisfying bĒ/N∗ + γ(Ē)bH/N∗ ∈ ∂H+Σ(max). If

πH(Ē) 6⊂ πH(Σ(max)), then we put γ(Ē) = 0 ∈ R.
We call γ the characteristic function of the triplet (H,Φ, S).

Lemma 15.6. Let γ : (Φ − (Φ/H))1 → R denote the characteristic function of
(H,Φ, S).

(1) For any Ē ∈ (Φ− (Φ/H))1, γ(Ē) ∈ Q0.
(2) Consider any ∆ ∈ Φmax. There exists Ē ∈ F(Hop|∆)1 satisfying γ(Ē) >

0 ⇔ πH(∆) ⊂ πH(Σ(max)) ⇔ πH(∆) 6⊂ clos(|πH∗Φ| − πH(|Σ(max)|)).
(3) Consider any ∆ ∈ Φmax satisfying πH(∆) ⊂ πH(Σ(max)). Note that H ∈

F(∆)1 and F(Hop|∆)1 ⊂ (Φ− (Φ/H))1.
Σ(S+(∆∨|V ∗)|V ) = Σ(S|V )∩̂F(∆) is H-simple, and c(S+(∆∨|V ∗)) ≥

2.
For any Ē ∈ F(Hop|∆)1, γ(Ē) = c(Σ(S + (∆∨|V ∗)|V ), 2, Ē), where

c(Σ(S+(∆∨|V ∗)|V ), 2, Ē) denotes the structure constant of Σ(S+(∆∨|V ∗)|V )
corresponding to (2, Ē).

(4) There exists Ē ∈ (Φ− (Φ/H))1 with γ(Ē) > 0.
(5) For any Ē ∈ (Φ−(Φ/H))1 satisfying πH(Ē) ⊂ clos(|πH∗Φ|−πH(|Σ(max)|)),

γ(Ē) = 0.
(6) Consider any Ē ∈ (Φ − (Φ/H))1 satisfying γ(Ē) 6∈ Z. Then, there exists

uniquely h(Ē) ∈ H(H,Φ, S) satisfying

{h ∈ H(H,Φ, S)|bĒ/N∗ + ⌈γ(Ē)⌉bH/N∗ ∈ Σ(h)− ∂H+Σ(h)}
={h ∈ H(H,Φ, S)|h ≤ h(Ē)},

and if h(Ē) ∈ H(H,Φ, S) satisfies this equality, then h(Ē) 6= max.
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Definition 15.7. Let γ : (Φ − (Φ/H))1 → R denote the characteristic function
of (H,Φ, S). For any Ē ∈ (Φ − (Φ/H))1 satisfying γ(Ē) 6∈ Z, we take the unique
element h(Ē) ∈ H(H,Φ, S) satisfying

{h ∈ H(H,Φ, S)|bĒ/N∗ + ⌈γ(Ē)⌉bH/N∗ ∈ Σ(h)− ∂H+Σ(h)}
={h ∈ H(H,Φ, S)|h ≤ h(Ē)}.

Let

m =
∑

Ē∈(Φ−(Φ/H))1

⌈γ(Ē)⌉,

m̄ =
∑

Ē∈(Φ−(Φ/H))1

⌊γ(Ē)⌋, and

R = {Ē ∈ (Φ− (Φ/H))1|γ(Ē) 6∈ Z}.
Note that m ∈ Z+, m̄ ∈ Z0, m̄ ≤ m, and m− m̄ = ♯R.

Consider any mapping E : {1, 2, . . . ,m} → (Φ− (Φ/H))1.
We say that the mapping E is compatible with S, if the following three conditions

are satisfied:

(1) For any Ē ∈ (Φ− (Φ/H))1, ♯({1, 2, . . . , m̄} ∩ E−1(Ē)) = ⌊γ(Ē)⌋.
(2) E({m̄+ 1, m̄+ 2, . . . ,m}) = R.
(3) Ifm−m̄ ≥ 2, then h(E(i)) ≥ h(E(i+1)) for any i ∈ {m̄+1, m̄+2, . . . ,m−1}.

Lemma 15.8. Let γ : (Φ − (Φ/H))1 → R denote the characteristic function of
(H,Φ, S). Let m =

∑
Ē∈(Φ−(Φ/H))1

⌈γ(Ē)⌉ ∈ Z+, m̄ =
∑
Ē∈(Φ−(Φ/H))1

⌊γ(Ē)⌋ ∈
Z0, and R = {Ē ∈ (Φ− (Φ/H))1|γ(Ē) 6∈ Z} ⊂ (Φ− (Φ/H))1.

(1) There exists a compatible mapping E : {1, 2, . . . ,m} → (Φ− (Φ/H))1 with
S.

(2) Assume that a mapping E : {1, 2, . . . ,m} → (Φ − (Φ/H))1 is compatible
with S.
(a) For any Ē ∈ (Φ− (Φ/H))1, ♯E

−1(Ē) = ⌈γ(Ē)⌉, and ♯({1, 2, . . . , m̄} ∩
E−1(Ē)) = ⌊γ(Ē)⌋.

(b) E({m̄ + 1, m̄ + 2, . . . ,m}) = R, and the mapping E : {m̄ + 1, m̄ +
2, . . . ,m} → R induced by E is bijective.

(c) E({1, 2, . . . ,m}) = {Ē ∈ (Φ− (Φ/H))1|γ(Ē) > 0}.
(d) For any i ∈ {1, 2, . . . ,m}, πH(E(i)) ⊂ πH(Σ(max)) and πH(E(i)) 6⊂

clos(|πH∗Φ| − πH(|Σ(max)|)).
Consider any subset Φ̂ of Φ satisfying dim Φ̂ = dimvect(|Φ̂|) ≥ 2, Φ̂max = Φ̂0,

H ∈ Φ̂1, and Φ̂ = (Φ̂/H)fc.

Note that Φ̂ is a flat regular fan over N∗ in V ∗ and it is starry with center in
H, ∅ 6= (Φ̂− (Φ̂/H))1 ⊂ (Φ− (Φ/H))1 and |Φ̂| ⊂ |Φ| ⊂ |Σ(S|V )|.

(3) height(H, Φ̂, S) ≤ height(H,Φ, S).

height(H, Φ̂, S) = height(H,Φ, S), if and only if, γ(Ē) > 0 for some

Ē ∈ (Φ̂− (Φ̂/H))1
(4) If γ(Ē) > 0 for some Ē ∈ (Φ̂− (Φ̂/H))1, then height(H, Φ̂, S) > 0 and the

composition (Φ̂− (Φ̂/H))1 → R of the inclusion mapping (Φ̂− (Φ̂/H))1 →
(Φ− (Φ/H))1 and γ : (Φ− (Φ/H))1 → R coincides with the characteristic

function of (H, Φ̂, S).
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(5) Consider any compatible mapping: E : {1, 2, . . . ,m} → (Φ− (Φ/H))1 with
S.

Let m̂ = ♯E−1((Φ̂− (Φ̂/H))1) ∈ Z0 and ˆ̄m = ♯({1, 2, . . . , m̄}∩E−1((Φ̂−
(Φ̂/H))1)) ∈ Z0. Let τ̂ : {1, 2, . . . , m̂} → {1, 2, . . . ,m} be the unique injec-
tive mapping preserving the order and satisfying τ̂ ({1, 2, . . . , m̂}) =
E−1((Φ̂ − (Φ̂/H))1). Let Ê : {1, 2, . . . , m̂} → (Φ̂ − (Φ̂/H))1 be the unique

mapping satisfying ιÊ = Eτ̂ , where ι : (Φ̂ − (Φ̂/H))1 → (Φ − (Φ/H))1
denotes the inclusion mapping.

If γ(Ē) > 0 for some Ē ∈ (Φ̂−(Φ̂/H))1, then m̂ =
∑
Ē∈(Φ̂−(Φ̂/H))1

⌈γ(Ē)⌉,
ˆ̄m =

∑
Ē∈(Φ̂−(Φ̂/H))1

⌊γ(Ē)⌋ and Ê is compatible with S.

If γ(Ē) = 0 for any Ē ∈ (Φ̂− (Φ̂/H))1, then m̂ = 0.

Lemma 15.9. Assume ♯Φmax = 1.
Let ∆ ∈ Φmax denote the unique element. ∆ is a regular cone over N∗ in V ∗,

H ∈ F(∆)1 and dim∆ = dimΦ ≥ 2, Φ = F(∆), Φ − (Φ/H) = F(Hop|∆), and
height(H,S + (∆∨|V ∗)) = height(H,Φ, S) > 0.

Note that Σ(S+(∆∨|V ∗)|V ) = Σ(S|V )∩̂F(∆) is H-simple and c(S+(∆∨|V ∗)) ≥
2.

Let γ,m, m̄ and R be the same as in above Lemma 15.8.
For any i ∈ {1, 2, . . . , c(S + (∆∨|V ∗))} and any Ē ∈ F(Hop|∆)1, we can con-

sider the structure constant c(Σ(S + (∆∨|V ∗)|V ), i, Ē) ∈ Q0 of Σ(S + (∆∨|V ∗)|V )
corresponding to the pair (i, Ē).

Denote

m̂ =
∑

Ē∈F(Hop|∆)1

⌈c(Σ(S + (∆∨|V ∗)|V ), 2, Ē)⌉ ∈ Z+,

ˆ̄m =
∑

Ē∈F(Hop|∆)1

⌊c(Σ(S + (∆∨|V ∗)|V ), 2, Ē)⌋ ∈ Z0, and

R̂ = {Ē ∈ F(Hop|∆)1|c(Σ(S + (∆∨|V ∗)|V ), 2, Ē) 6∈ Z} ⊂ F(Hop|∆)1.

For any Ē ∈ R̂, denote

c̄(Ē) = max{j ∈ {2, 3, . . . , c(S + (∆∨|V ∗))}|
c(Σ(S + (∆∨|V ∗)|V ), j, Ē) < ⌈c(Σ(S + (∆∨|V ∗)|V ), 2, Ē)⌉}

∈ {2, 3, . . . , c(S + (∆∨|V ∗))}.
(1) γ(Ē) = c(Σ(S + (∆∨|V ∗)|V ), 2, Ē) for any Ē ∈ F(Hop|∆)1.

(2) m̂ = m. ˆ̄m = m̄. R̂ = R.
(3) A mapping E : {1, 2, . . . ,m} → (Φ − (Φ/H))1 = F(Hop|∆)1 is compatible

with S, if and only if, the following three conditions are satisfied:
(a) For any Ē ∈ F(Hop|∆)1, ♯({1, 2, . . . , m̄} ∩ E−1(Ē)) =

⌊c(Σ(S + (∆∨|V ∗)|V ), 2, Ē)⌋.
(b) E({m̄+ 1, m̄+ 2, . . . ,m}) = R.
(c) If m − m̄ ≥ 2, then c̄(E(i)) ≤ c̄(E(i + 1)) for any i ∈ {m̄ + 1, m̄ +

2, . . . ,m− 1}.
(4) Assume that a mapping E : {1, 2, . . . ,m} → F(Hop|∆)1 is compatible with

S.
(a) For any Ē ∈ F(Hop|∆)1, ♯E

−1(Ē) = ⌈c(Σ(S + (∆∨|V ∗)|V ), 2, Ē)⌉,
and ♯({1, 2, . . . , m̄} ∩ E−1(Ē)) = ⌊c(Σ(S + (∆∨|V ∗)|V ), 2, Ē)⌋.
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(b) E({m̄ + 1, m̄ + 2, . . . ,m}) = R, and the mapping E : {m̄ + 1, m̄ +
2, . . . ,m} → R induced by E is bijective.

(c) E({1, 2, . . . ,m}) = {Ē ∈ F(Hop|∆)1|c(Σ(S + (∆∨|V ∗)|V ), 2, Ē) > 0}.

16. The height inequalities

For a basic subdivision associated with a compatible mapping, the height in-
equalities hold. These iniqualities play an important role in our theory.

In this section we consider the following objects: Let V be any vector space of
finite dimension over R with dimV ≥ 2, let N be any lattice of V , let H be any
regular cone of dimension one over the dual lattice N∗ of N in the dual vector
space V ∗ of V , let Φ be any flat regular fan over N∗ in V ∗ such that dimΦ ≥ 2,
H ∈ Φ1 and Φ is starry with center in H and let S be any rational convex pseudo
polytope over N in V satisfying dim(|Σ(S|V )|) ≥ 2 and |Φ| ⊂ |Σ(S|V )|, where
Σ(S|V ) denotes the normal fan of S.

In this section we assume that Σ(S|V )∩̂F(∆) is H-simple for any ∆ ∈ Φmax and
height(H,Φ, S) > 0.

Let γ : (Φ−(Φ/H))1 → R denote the characteristic function of (H,Φ, S). Denote

m =
∑

Ē∈(Φ−(Φ/H))1

⌈γ(Ē)⌉ ∈ Z+,

m̄ =
∑

Ē∈(Φ−(Φ/H))1

⌊γ(Ē)⌋ ∈ Z0, and

R = {Ē ∈ (Φ− (Φ/H))1|γ(Ē) 6∈ Z} ⊂ (Φ− (Φ/H))1.

@ We know height(H,S) ∈ (1/den(S/N))Z+, height(H,Φ, S) ∈ (1/den(S/N))Z+

and height(H,Φ, S) ≤ height(H,S).
We denote ℓ = dim(vect(|Φ|)∨|V ∗) ∈ Z0.
Consider any regular cone Θ over N∗ in V ∗ satisfying Θ ⊂ |Φ| and any G ∈

F(Θ)1. dimΘ ≤ dimvect(|Φ|) = dimV − ℓ. S + (Θ∨|V ∗) is a rational conex
pseudo polytope over N in V . stab(S + (Θ∨|V ∗)) = Θ∨|V ∗. G ⊂ |Σ(S +
(Θ∨|V ∗)|V )| = stab(S + (Θ∨|V ∗))∨|V = Θ ⊂ |Φ| ⊂ |Σ(S|V )| ⊂ vect(|Σ(S|V )|).
Σ(S+(Θ∨|V ∗)|V ) = Σ(S|V )∩̂F(Θ). stab(S+(Θ∨|V ∗))∩ (−stab(S+(Θ∨|V ∗))) =
vect(|Σ(S + (Θ∨|V ∗)|V )|)∨|V ∗ = vect(Θ)∨|V ∗ ⊃ vect(|Φ|)∨|V ∗.

If dimΘ = dimvect(|Φ|), then vect(|Σ(S + (Θ∨|V ∗)|V )|)∨|V ∗ = vect(|Φ|)∨|V ∗

and dim(vect(|Σ(S + (Θ∨|V ∗)|V )|)∨|V ∗) = ℓ.

Theorem 16.1. Consider any compatible mapping

E : {1, 2, . . . ,m} → (Φ− (Φ/H))1

with S.
Let

Ω = Ω(V ∗, N∗, H,Φ,m,E)

be the basic subdivision associated with the sextuplet (V ∗, N∗, H,Φ,m,E).
Let s = s(V ∗, N∗, H,Φ,m,E), H = H(V ∗, N∗, H,Φ,m,E),

and Ω = Ω(V ∗, N∗, H,Φ,m,E). We have three mappings

s : {0, 1, . . . ,m} × (Φ− (Φ/H))1 → Z0,

H : {1, 2, . . . ,m+ 1} → 2V
∗

,

Ω : {1, 2, . . . ,m+ 1} → 22
V ∗

.
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(1) m̄ ∈ Z0. m ∈ Z+. m̄ ≤ m. m− m̄ = ♯R.
(2) For any Ē ∈ (Φ− (Φ/H))1, s(m̄, Ē) = ⌊γ(Ē)⌋ and s(m, Ē) = ⌈γ(Ē)⌉.
(3) Ω is an iterated star subdivision of Φ, and it is a flat regular fan over N∗

in V ∗. |Ω| = |Φ| ⊂ stab(S)∨|V = |Σ(S|V )|. dimΩ = dimΦ. vect(|Ω|) =
vect(|Φ|).

(4) Consider any i ∈ {1, 2, . . . ,m+ 1}.
(a) Ω(i) is a flat regular fan over N∗ in V ∗. Ω(i) ⊂ Ω. |Ω(i)| ⊂ |Ω|.

dimΩ(i) = dimΦ. vect(|Ω(i)|) = vect(|Φ|). H(i) ∈ Ω(i)1. Ω(i) is
starry with center in H(i).

(b) For any Θ ∈ Ω(i), Θ∨|V ∗ is a rational polyhedral cone over N in V ,
dimΘ∨|V ∗ = dimV , S+(Θ∨|V ∗) is a rational convex pseudo polytope
over N in V , stab(S + (Θ∨|V ∗)) = Θ∨|V ∗, Σ(S + (Θ∨|V ∗)|V ) =
Σ(S|V )∩̂F(Θ), and Σ(S|V )∩̂F(Θ) is semisimple.

(c) [The height inequality] height(H(i),Ω(i), S) < height(H,Φ, S).
(5) Consider any i ∈ {1, 2, . . . , m̄}.

For any Θ ∈ Ω(i), Σ(S|V )∩̂F(Θ) = F(Θ) and S + (Θ∨|V ∗) = {a} +
(Θ∨|V ∗) for some a ∈ V(Φ, S).

height(H(i),Ω(i), S) = 0.
(6) For any Θ ∈ Ω(m̄+ 1)max, Σ(S|V )∩̂F(Θ) is H(m̄+ 1)-simple.
(7) Consider any ∆ ∈ Φmax. height(H,S+(∆∨|V ∗)) = height(H,Φ, S), if and

only if, γ(E) > 0 for some E ∈ F(Hop|∆)1
(8) Consider any ∆ ∈ Φmax such that γ(Ē) = 0 for any Ē ∈ F(Hop|∆)1.

height(H,S + (∆∨|V ∗)) < height(H,Φ, S).
∆ ⊂ |Ω(m+ 1)|. Ω\∆ = Ω(m+ 1)\∆ = F(∆).
For any i ∈ {1, 2, . . . ,m}, |Ω(i)| ∩∆ ∈ F(Hop|∆), |Ω(i)| ∩∆ 6= Hop|∆,

and Ω(i)\∆ = F(|Ω(i)| ∩∆).

Below we consider any ∆ ∈ Φmax such that γ(E) > 0 for some E ∈ F(Hop|∆)1.
By 7 we know height(H,S + (∆∨|V ∗)) = height(H,Φ, S) > 0.

Note that the normal fan Σ(S + (∆∨|V ∗)|V ) = Σ(S|V )∩̂F(∆) of S + (∆∨|V ∗)
is H-simple and the characteristic number c(S+(∆∨|V ∗)) of S+(∆∨|V ∗) satisfies
c(S + (∆∨|V ∗)) ≥ 2. Let Σ̄(S + (∆∨|V ∗)|V )1 = {Λ̄ ∈ Σ(S + (∆∨|V ∗)|V )1|Λ̄◦ ⊂
∆◦}∪{Hop|∆} denote the H-skeleton of Σ(S+(∆∨|V ∗)|V ). ♯Σ(S+(∆∨|V ∗)|V )0 =
♯Σ̄(S + (∆∨|V ∗)|V )1 = c(S + (∆∨|V ∗)) ≥ 2.

We consider the H-order on Σ(S + (∆∨|V ∗)|V )0. Let

Λ : {1, 2, . . . , c(S + (∆∨|V ∗))} → Σ(S + (∆∨|V ∗)|V )0,

denote the unique bijective mapping preserving the H-order.
We consider the H-order on Σ̄(S + (∆∨|V ∗)|V )1. Let

Λ̄ : {1, 2, . . . , c(S + (∆∨|V ∗))} → Σ̄(S + (∆∨|V ∗)|V )1,

denote the unique bijective mapping preserving the H-order.
There exists uniquely a bijective mapping A : {1, 2, . . . , c(S+(∆∨|V ∗))} → F(S+

(∆∨|V ∗)|V )ℓ satisfying Λ(i) = ∆(A(i), S+(∆∨|V ∗)|V ) for any i ∈ {1, 2, . . . , c(S+
(∆∨|V ∗))}. We take the bijective mapping A : {1, 2, . . . , c(S+(∆∨|V ∗))} → F(S+
(∆∨|V ∗)|V )ℓ satisfying these conditions.

For any i ∈ {1, 2, . . . , c(S + (∆∨|V ∗))} and any Ē ∈ F(Hop|∆)1, we can con-
sider the structure constant c(Σ(S + (∆∨|V ∗)|V ), i, Ē) ∈ Q0 of Σ(S + (∆∨|V ∗)|V )
corresponding to the pair (i, Ē).
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Denote

m̂ =
∑

Ē∈F(Hop|∆)1

⌈c(Σ(S + (∆∨|V ∗)|V ), 2, Ē)⌉ ∈ Z+,

ˆ̄m =
∑

Ē∈F(Hop|∆)1

⌊c(Σ(S + (∆∨|V ∗)|V ), 2, Ē)⌋ ∈ Z0, and

R̂ = {Ē ∈ F(Hop|∆)1|c(Σ(S + (∆∨|V ∗)|V ), 2, Ē) 6∈ Z} ⊂ F(Hop|∆)1.

(10) m̂ ∈ Z+. ˆ̄m ∈ Z0. ˆ̄m ≤ m̂. m̂ = ♯E−1(F(Hop|∆)1), ˆ̄m = ♯({1, 2, . . . , m̄} ∩
E−1(F(Hop|∆)1)), and R̂ = R∩ F(Hop|∆)1.

Let τ̂ : {1, 2, . . . , m̂} → {1, 2, . . . ,m} be the unique injective mapping preserving

the order and satisfying τ̂({1, 2, . . . , m̂}) = E−1(F(Hop|∆)1). Let Ê : {1, 2, . . . , m̂} →
F(Hop|∆)1 be the unique mapping satisfying ιÊ = Eτ̂ where ι : F(Hop|∆)1) →
(Φ− (Φ/H))1 denotes the inclusion mapping.

Let Ω̂ = Ω(V ∗, N∗, H,F(∆), m̂, Ê) ⊂ 2V
∗

, Ĝ = G(V ∗, N∗, H,F(∆), m̂, Ê),

Ĥ = H(V ∗, N∗, H,F(∆), m̂, Ê), and Ω̂ = Ω(V ∗, N∗, H,F(∆), m̂, Ê).

Ĝ : {1, 2, . . . , m̂} → 2V
∗

,

Ĥ : {1, 2, . . . , m̂+ 1} → 2V
∗

,

Ω̂ : {1, 2, . . . , m̂+ 1} → 22
V ∗

.

For any i ∈ {1, 2, . . . , m̂+ 1}, we denote

Θ(i) = |Ω̂(i)| ⊂ ∆, and

Θ̄(i) = |Ω̂(i)− (Ω̂(i)/Ĥ(i))| ⊂ Θ(i).

Denote

c̄(i) = max{j ∈ {2, 3, . . . , c(S + (∆∨|V ∗))}|
c(Σ(S + (∆∨|V ∗)|V ), j, Ê(i)) < ⌈c(Σ(S + (∆∨|V ∗)|V ), 2, Ê(i))⌉}

∈ {2, 3, . . . , c(S + (∆∨|V ∗))}
for any i ∈ { ˆ̄m+ 1, ˆ̄m+ 2, . . . , m̂}.

(11) Ê is compatible with S.
(12) If m̂ − ˆ̄m ≥ 1, then c̄(i) ∈ {2, 3, . . . , c(S + (∆∨|V ∗))} for any i ∈ { ˆ̄m +

1, ˆ̄m+2, . . . , m̂}. If m̂− ˆ̄m ≥ 2, then c̄(i) ≤ c̄(i+1) for any i ∈ { ˆ̄m+1, ˆ̄m+
2, . . . , m̂− 1}.

(13) (Hop|∆)∩Λ̄(2) ∈ F(Hop|∆). F((Hop|∆)∩Λ̄(2))1 = {Ē ∈ F(Hop|∆)1|c(Σ(S+
(∆∨|V ∗)|V ), 2, Ē) = 0}. F((Hop|∆)∩Λ̄(2))1∪Ê({1, 2, . . . , m̂}) = F(Hop|∆)1.

F((Hop|∆) ∩ Λ̄(2))1 ∩ Ê({1, 2, . . . , m̂}) = ∅.
(14) For any i ∈ {1, 2, . . . , m̂ + 1}, Ĥ(i) ∈ F(Θ(i))1, Θ̄(i) = Ĥ(i)op|Θ(i) ∈

F(Θ(i))1, dimΘ(i) = dimvect(|Φ|), and
dim vect(|Σ(S + (Θ(i)∨|V ∗)|V )|)∨|V ∗ = ℓ.

(15) Consider any i ∈ {1, 2, . . . , ˆ̄m}. Σ(S|V )∩̂F(Θ(i)) = F(Θ(i)). S + (Θ(i)∨

|V ∗) = A(1)+(Θ(i)∨|V ∗). height(Ĥ(i), S+(Θ(i)∨|V ∗)) = 0 < height(H,S+
(∆∨|V ∗)). For any j ∈ {2, 3, . . . , c(S+(∆∨|V ∗))}, Λ̄(j)∩ (Θ(i)◦∪ Θ̄(i)◦) =
∅.

(16) Σ(S|V )∩̂F(Θ( ˆ̄m+ 1)) is Ĥ( ˆ̄m+ 1)-simple.
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(17) Assume m̂ 6= ˆ̄m. Consider any i ∈ { ˆ̄m+ 1, ˆ̄m+ 2, . . . , m̂}.
Σ(S|V )∩̂F(Θ(i)) is semisimple.
F(S + (Θ(i)∨|V ∗))ℓ = {A(j)|j ∈ {1, 2, . . . , c̄(i)}}.
Take any point a(j) ∈ A(j) for any j ∈ {1, 2, . . . , c̄(i)}. For any j ∈

{2, 3, . . . , c̄(i)}, 0 < 〈bĤ(i)/N∗ , a(j − 1)− a(j)〉 < 〈bH/N∗ , a(j − 1)− a(j)〉.
0 < height(Ĥ(i), S + (Θ(i)∨|V ∗)) < height(H,S + (∆∨|V ∗)).
For any j ∈ {2, 3, . . . , c(S + (∆∨|V ∗))}, j ∈ {2, 3, . . . , c̄(i)} ⇔ c(Σ(S +

(∆∨|V ∗)|V ), j, Ê(i)) < ⌈c(Σ(S+(∆∨|V ∗)|V ), 2, Ê(i))⌉ ⇔ ⌊c(Σ(S+(∆∨|V ∗)

|V ), 2, Ê(i))⌋ < c(Σ(S+(∆∨|V ∗)|V ), j, Ê(i)) < ⌈c(Σ(S+(∆∨|V ∗)|V ), 2, Ê(i))⌉
⇔ Λ̄(j)∩(Ĝ(i)+Ĥ(i))◦ 6= ∅ ⇔ Λ̄(j)∩Θ(i)◦ 6= ∅ ⇔ Λ̄(j)∩(Θ(i)◦∪Θ̄(i)◦) 6= ∅.

(18) Σ(S|V )∩̂F(Θ(m̂+ 1)) is semisimple.
F(S + (Θ(m̂ + 1)∨|V ∗))ℓ = {A(j)|j ∈ {k, k + 1, . . . , m̂ + 1}} for some

k ∈ {2, 3, . . . , m̂+ 1}.
If m̂ = ˆ̄m, then F(S+(Θ(m̂+1)∨|V ∗))ℓ = {A(j)|j ∈ {2, 3, . . . , m̂+1}}.
height(Ĥ(m̂+ 1), S + (Θ(m̂+ 1)∨|V ∗)) < height(H,S + (∆∨|V ∗)).

(19) The following three conditions are equivalent:

(a) Ω̂ is a subdivision of Σ(S + (∆∨|V ∗)|V ).
(b) c(S + (∆∨|V ∗)|V ) = 2 and m̂ = ¯̂m.
(c) c(S + (∆∨|V ∗)|V ) = 2 and c(Σ(S + (∆∨|V ∗)|V ), 2, Ē) ∈ Z for any

Ē ∈ F(Hop|∆)1.

Below we assume that Ω̂ is a subdivision of Σ(S + (∆∨|V ∗)|V ) until claim 26.

(20) m̂ = ˆ̄m ≥ 1. c(S + (∆∨|V ∗)) = 2. Λ̄(1) = Θ̄(1) = Hop|∆. Λ(1) ∩ Λ(2) =
Λ̄(2) = Θ̄(m̂+ 1). Λ(1) = ∪i∈{1,2,...,m̂}Θ(i). Λ(2) = Θ(m̂+ 1).

(21) {Θ ∈ Ω̂|Θ◦ ⊂ ∆◦}
= {Θ(i)|i ∈ {1, 2, . . . , m̂+ 1}} ∪ {Θ̄(i)|i ∈ {2, 3, . . . , m̂}} ∪ {Θ̄(m̂+ 1)}.
{Θ ∈ Ω̂|Θ◦ ⊂ ∆◦, The unique element Λ ∈ Σ(S + (∆∨|V ∗)|V ) satisfying
Θ◦ ⊂ Λ◦ satisfies dimΛ = dim∆− 1} = {Θ̄(m̂+ 1)}.

(22) H = Ĥ(m̂+ 1) ∈ F(Θ(m̂+ 1))1. H ∈ F(∆)1. Θ̄(m̂+ 1) ∈ F(Θ(m̂+ 1))1.
Θ̄(m̂+ 1) +H = Θ(m̂+ 1) ∈ Ω̂max. Θ̄(m̂+ 1) ∩H = {0}.

Θ̄(m̂+1) ⊂ Λ(1). Θ̄(m̂+1) ⊂ Λ(2). Θ(m̂+1) 6⊂ Λ(1). Θ(m̂+1) ⊂ Λ(2).

Let a(1) ∈ A(1) and a(2) ∈ A(2) be any points. Let F = A(2) + (vect(Θ̄(m̂ +
1))∨|V ∗).

(23) Θ̄(m̂ + 1) ⊂ Θ(m̂ + 1) ⊂ ∆ ⊂ |Σ(S|V )|, and S + (Θ̄(m̂ + 1)∨|V ∗) ⊃
S + (Θ(m̂+ 1)∨|V ∗) ⊃ S + (∆∨|V ∗) ⊃ S.
S+(Θ̄(m̂+1)∨|V ∗) = A(2)+(Θ̄(m̂+1)∨|V ∗) = {a(2)}+(Θ̄(m̂+1)∨|V ∗).

S+(Θ(m̂+1)∨|V ∗) = A(2)+ (Θ(m̂+1)∨|V ∗) = {a(2)}+(Θ(m̂+1)∨|V ∗).
S+(∆∨|V ∗) = conv(A(1)∪A(2))+(∆∨|V ∗) = conv({a(1), a(2)})+(∆∨|V ∗).

(24) F ∈ F(S + (Θ̄(m̂+ 1)∨|V ∗)). F ∩ (S + (Θ(m̂+ 1)∨|V ∗)) ∈ F(S + (Θ(m̂+
1)∨|V ∗)). F ∩ (S + (∆∨|V ∗)) ∈ F(S + (∆∨|V ∗)).

∆(F, S+(Θ̄(m̂+1)∨|V ∗)|V ) = ∆(F ∩(S+(Θ(m̂+1)∨|V ∗)), S+(Θ(m̂+
1)∨|V ∗)|V ) = ∆(F ∩ (S + (∆∨|V ∗)), S + (∆∨|V ∗)|V ) = Λ̄(2).
F = {a(2)}+(vect(Θ̄(m̂+1))∨|V ∗) = affi({a(1), a(2)})+(vect(∆)∨|V ∗).

F ∩ (S+(Θ(m̂+1)∨|V ∗)) = A(2)+∆(Θ̄(m̂+1),Θ(m̂+1)|V ∗) = {a(2)}+
R0(a(1)−a(2))+(vect(∆)∨|V ∗). F ∩(S+(∆∨|V ∗)) = conv(A(1)∪A(2)) =
conv({a(1), a(2)}) + (vect(∆)∨|V ∗).

(25) 〈bH/N∗ , a(1)〉 > 〈bH/N∗ , a(2)〉.
{〈bH/N∗ , a〉|a ∈ F} = R.
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{〈bH/N∗ , a〉|a ∈ F ∩ (S + (Θ(m̂+ 1)∨|V ∗))} = {t ∈ R|〈bH/N∗ , a(2)〉 ≤ t}.
{〈bH/N∗ , a〉|a ∈ F ∩ (S + (∆∨|V ∗))} = {t ∈ R|〈bH/N∗ , a(2)〉 ≤ t ≤ 〈bH/N∗ ,
a(1)〉}.

(26)

max{〈bH/N∗ , a〉|a ∈ F ∩ (S + (∆∨|V ∗))}
−min{〈bH/N∗ , a〉|a ∈ F ∩ (S + (∆∨|V ∗))}

= 〈bH/N∗ , a(1)〉 − 〈bH/N∗ , a(2)〉
= height(H,S + (∆∨|V ∗))

Below we consider any rational convex pseudo polytopes T and U over N in V
satisfying T + U = S until claim 32.

(27) Σ(T |V )∩̂Σ(U |V ) = Σ(S|V ). Σ(T + (∆∨|V ∗)|V ) = Σ(T |V )∩̂F(∆) is H-
simple. Σ(U + (∆∨|V ∗)|V ) = Σ(U |V )∩̂F(∆) is H-simple. height(H,T +
(∆∨|V ∗)) + height(H,U + (∆∨|V ∗)) = height(H,S + (∆∨|V ∗)).

Let Σ̄(T +(∆∨|V ∗)|V )1 and Σ̄(U+(∆∨|V ∗)|V )1 denote the H-skeleton of Σ(T +
(∆∨|V ∗)|V ) and Σ(U + (∆∨|V ∗)|V ) respectively.

(28) Σ̄(T + (∆∨|V ∗)|V )1 ∪ Σ̄(U + (∆∨|V ∗)|V )1 = Σ̄(S + (∆∨|V ∗)|V )1.

(29) For any i ∈ {1, 2, . . . , ˆ̄m}, height(Ĥ(i), T + (Θ(i)∨|V ∗)) = 0.
(30) Assume m̂ 6= ˆ̄m. Consider any i ∈ { ˆ̄m + 1, ˆ̄m + 2, . . . , m̂}. If 0 <

height(Ĥ(i),

T+(Θ(i)∨|V ∗)), then height(Ĥ(i), T+(Θ(i)∨|V ∗)) < height(H,T+(∆∨|V ∗)).

(31) height(Ĥ(m̂+ 1), T + (Θ(m̂+ 1)∨|V ∗)) ≤ height(H,T + (∆∨|V ∗)).
(32) Let rU = c(U + (∆∨|V ∗)) ∈ Z+. Assume that if rU ≥ 2, then the structure

constant of Σ(U+(∆∨|V ∗)|V ) corresponding to the pair (2, Ē) is an integer

for any Ē ∈ F(Hop|∆)1. Then, height(Ĥ(m̂+ 1), T + (Θ(m̂+ 1)∨|V ∗)) =
height(H,T + (∆∨|V ∗)), if and only if, Λ̄(2) 6∈ Σ̄(T + (∆∨|V ∗)|V )1.

Proof. We show only claim 17. This is the most important. Claim 4.(c) follows
from claims 7, 8, 15, 17 and 18.

Assume m̂ 6= ˆ̄m. m̂ − ˆ̄m ≥ 1. Consider any i ∈ { ˆ̄m + 1, ˆ̄m + 2, . . . , m̂}. Since
Θ(i) ⊂ ∆ and Σ(S|V )∩̂F(∆) is H-simple, Σ(S|V )∩̂F(∆) is semisimple and we
know Σ(S|V )∩̂F(Θ(i)) = Σ(S|V )∩̂F(∆)∩̂F(Θ(i)) is semisimple by Lemma 12.2.10.

Let ŝ = s(V ∗, N∗, H,F(∆), m̂, Ê). ŝ : {0, 1, . . . , m̂} × F(Hop|∆)1 → Z0.
Note that Σ(S + (Θ(i)∨|V ∗)|V )0 = (Σ(S|V )∩̂F(Θ(i)))0 = {Λ(j) ∩ Θ(i)|j ∈

{1, 2, . . . , c(S + (∆∨|V ∗))},Λ(j)◦ ∩Θ(i)◦ 6= ∅},
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∂H−Θ(i) = Θ̄(i) =
∑

Ē∈F(Hop|∆)1

R0(bĒ/N∗ + ŝ(i − 1, Ē)bH/N∗)

=
∑

Ē∈F(Hop|∆)1−{Ê(i)}

R0(bĒ/N∗ + ŝ(i− 1, Ē)bH/N∗)

+ R0(bÊ(i)/N∗ + ŝ(i − 1, Ê(i))bH/N∗),

∂H+Θ(i) = Θ̄(i+ 1) =
∑

Ē∈F(Hop|∆)1

R0(bĒ/N∗ + ŝ(i, Ē)bH/N∗)

=
∑

Ē∈F(Hop|∆)1−{Ê(i)}

R0(bĒ/N∗ + ŝ(i− 1, Ē)bH/N∗)

+ R0(bÊ(i)/N∗ + ŝ(i, Ê(i))bH/N∗), and

ŝ(i − 1, Ê(i)) = ⌊c(Σ(S + (∆∨|V ∗)|V ∗), 2, Ê(i))⌋
< c(Σ(S + (∆∨|V ∗)|V ∗), 2, Ê(i)) ≤ c(Σ(S + (∆∨|V ∗)|V ∗), c̄(i), Ê(i))

< ⌈c(Σ(S + (∆∨|V ∗)|V ∗), 2, Ê(i))⌉ = ŝ(i, Ê(i)).

Consider any j ∈ {1, 2, · · · , c̄(i)} with j 6= c(S + (∆∨|V ∗)). There exists a real

number rj satisfying ŝ(i− 1, Ê(i)) < rj < ŝ(i, Ê(i)) and c(Σ(S + (∆∨|V ∗)|V ∗), j,

Ê(i)) ≤ rj ≤ c(Σ(S + (∆∨|V ∗)|V ∗), j + 1, Ê(i)), and there exist a mapping tj :
F(Hop|∆)1 → R+ and a real number uj satisfying

∑

Ē∈F(Hop|∆)1

tj(Ē)ŝ(i− 1, Ē) < uj <
∑

Ē∈F(Hop|∆)1

tj(Ē)ŝ(i, Ē) and

∑

Ē∈F(Hop|∆)1

tj(Ē)c(Σ(S + (∆∨|V ∗)|V ∗), j, Ē) < uj

<
∑

Ē∈F(Hop|∆)1

tj(Ē)c(Σ(S + (∆∨|V ∗)|V ∗), j + 1, Ē).

We take a mapping tj : F(Hop|∆)1 → R+ and a real number uj satisfying
the above conditions. We know (

∑
Ē∈F(Hop|∆)1

tj(Ē)bĒ/N∗) + ujbH/N∗ ∈ Λ(j)◦ ∩
Θ(i)◦ 6= ∅.

We know that if c̄(i) 6= c(S+(∆∨|V ∗)), then for any j ∈ {1, 2, · · · , c̄(i)}, Λ(j)◦∩
Θ(i)◦ 6= ∅.

Consider the case c̄(i) = c(S+(∆∨|V ∗)). We denote j = c̄(i) = c(S+(∆∨|V ∗)).

There exists a real number rj satisfying ŝ(i−1, Ê(i)) < rj < ŝ(i, Ê(i)) and c(Σ(S+

(∆∨|V ∗)|V ∗), j, Ê(i)) < rj , and there exist a mapping tj : F(Hop|∆)1 → R+ and a
real number uj satisfying

∑

Ē∈F(Hop|∆)1

tj(Ē)ŝ(i− 1, Ē) < uj <
∑

Ē∈F(Hop|∆)1

tj(Ē)ŝ(i, Ē) and

∑

Ē∈F(Hop|∆)1

tj(Ē)c(Σ(S + (∆∨|V ∗)|V ∗), j, Ē) < uj .

We take a mapping tj : F(Hop|∆)1 → R+ and a real number uj satisfying the above
conditions. We know (

∑
Ē∈F(Hop|∆)1

tj(Ē)bĒ/N∗) + ujbH/N∗ ∈ Λ(j)◦ ∩Θ(i)◦ 6= ∅.



NEW IDEAS FOR RESOLUTION OF SINGULARITIES 95

We know that if c̄(i) = c(S+(∆∨|V ∗)), then for any j ∈ {1, 2, · · · , c̄(i)}, Λ(j)◦∩
Θ(i)◦ 6= ∅.

We know that for any j ∈ {1, 2, · · · , c̄(i)}, Λ(j)◦ ∩Θ(i)◦ 6= ∅.
Consider any j ∈ {1, 2, · · · , c(S + (∆∨|V ∗))} satisfying Λ(j)◦ ∩ Θ(i)◦ 6= ∅. We

know that there exists Ē ∈ F(Hop|∆)1 satisfying c(Σ(S + (∆∨|V ∗)|V ∗), j, Ē) <
ŝ(i, Ē). We take Ē ∈ F(Hop|∆)1 satisfying c(Σ(S + (∆∨|V ∗)|V ∗), j, Ē) < ŝ(i, Ē).

If Ē 6∈ R̂, then c(Σ(S+(∆∨|V ∗)|V ∗), j, Ē) < ŝ(i, Ē) = c(Σ(S+(∆∨|V ∗)|V ∗), 2, Ē)
and j = 1 ≤ c̄(i).

If Ē ∈ R̂, then there exists k ∈ { ˆ̄m+ 1, ˆ̄m+ 2, . . . , m̂} satisfying Ē = Ê(k). We

take k ∈ { ˆ̄m+ 1, ˆ̄m+ 2, . . . , m̂} satisfying Ē = Ê(k).

Consider the case k ≤ i. We have c(Σ(S + (∆∨|V ∗)|V ∗), j, Ê(k)) = c(Σ(S +

(∆∨|V ∗)|V ∗), j, Ē) < ŝ(i, Ē) = ŝ(i, Ê(k)) = ⌈c(Σ(S + (∆∨|V ∗)|V ∗), 2, Ê(k))⌉ and
1 ≤ j ≤ c̄(k) ≤ c̄(i).

Consider the case k > i. We have c(Σ(S + (∆∨|V ∗)|V ∗), j, Ê(k)) = c(Σ(S +

(∆∨|V ∗)|V ∗), j, Ē) < ŝ(i, Ē) = ŝ(i, Ê(k)) = ⌊c(Σ(S + (∆∨|V ∗)|V ∗), 2, Ê(k))⌋ <
c(Σ(S + (∆∨|V ∗)|V ∗), 2, Ê(k)) and j = 1 ≤ c̄(i).

We know that for any j ∈ {1, 2, · · · , c(S+(∆∨|V ∗))} satisfying Λ(j)◦∩Θ(i)◦ 6= ∅,
j ∈ {1, 2, · · · , c̄(i)}.

Therefore, Σ(S +(Θ(i)∨|V ∗)|V )0 = {Λ(j)∩Θ(i)|j ∈ {1, 2, . . . , c(S +(∆∨|V ∗))},
Λ(j)◦ ∩Θ(i)◦ 6= ∅} = {Λ(j) ∩Θ(i)|j ∈ {1, 2, . . . , c̄(i)}}. Since dimΘ(i) = dim∆ =
dimΦ, we know F(S + (Θ(i)∨|V ∗))ℓ = {A(j)|j ∈ {1, 2, . . . , c̄(i)}}.

For any j ∈ {1, 2, . . . , c(S + (∆∨|V ∗))} we take any point a(j) ∈ A(j).
Consider any j ∈ {2, 3, . . . , c̄(i)}.
〈bH/N∗ , a(j − 1)− a(j)〉 > 0 and c(S + (∆∨|V ∗), 2, Ê(i))) ≤ c(S + (∆∨|V ∗), j,

Ê(i))) ≤ c(S + (∆∨|V ∗), c̄(i), Ê(i))) < ⌈c(S + (∆∨|V ∗), 2, Ê(i))⌉. 0 < ⌈c(S +

(∆∨|V ∗), 2, Ê(i))⌉ − c(S + (∆∨|V ∗), 2, Ê(i)) < 1.
By Lemma 12.2.18.(f) we have

〈bĤ(i)/N∗ , a(j − 1)〉 − 〈bĤ(i)/N∗ , a(j)〉 = 〈bĤ(i)/N∗ , a(j − 1)− a(j)〉
= 〈bÊ(i)/N∗ + ŝ(i, Ê(i))bH/N∗ , a(j − 1)− a(j)〉
= 〈bÊ(i)/N∗ , a(j − 1)− a(j)〉 + ŝ(i, Ê(i), i)〈bH/N∗ , a(j − 1)− a(j)〉
= − c(S + (∆∨|V ∗), j, Ê(i))〈bH/N∗ , a(j − 1)− a(j)〉

+ ⌈c(S + (∆∨|V ∗), 2, Ê(i))⌉〈bH/N∗ , a(j − 1)− a(j)〉
= (⌈c(S + (∆∨|V ∗), 2, Ê(i))⌉ − c(S + (∆∨|V ∗), j, Ê(i)))〈bH/N∗ , a(j − 1)− a(j)〉
> 0, and

〈bĤ(i)/N∗ , a(j − 1)− a(j)〉
= (⌈c(S + (∆∨|V ∗), 2, Ê(i))⌉ − c(S + (∆∨|V ∗), j, Ê(i)))〈bH/N∗ , a(j − 1)− a(j)〉
≤ (⌈c(S + (∆∨|V ∗), 2, Ê(i))⌉ − c(S + (∆∨|V ∗), 2, Ê(i)))〈bH/N∗ , a(j − 1)− a(j)〉
< 〈bH/N∗ , a(j − 1)− a(j)〉.
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We know

max{〈bĤ(i)/N∗ , a(j)〉|j ∈ {1, 2, . . . , c̄(i)}} = 〈bĤ(i)/N∗ , a(1)〉,
min{〈bĤ(i)/N∗ , a(j)〉|j ∈ {1, 2, . . . , c̄(i)}} = 〈bĤ(i)/N∗ , a(c̄(i))〉,
height(Ĥ(i), S + (Θ(i)∨|V ∗)) = 〈bĤ(i)/N∗ , a(1)〉 − 〈bĤ(i)/N∗ , a(c̄(i))〉

= 〈bĤ(i)/N∗ , a(1)− a(c̄(i))〉 =
c̄(i)∑

j=2

〈bĤ(i)/N∗ , a(j − 1)− a(j)〉

> 0, and

height(Ĥ(i), S + (Θ(i)∨|V ∗)) =

c̄(i)∑

j=2

〈bĤ(i)/N∗ , a(j − 1)− a(j)〉

<

c̄(i)∑

j=2

〈bH/N∗ , a(j − 1)− a(j)〉 ≤
c(S+(∆∨|V ∗))∑

j=2

〈bH/N∗ , a(j − 1)− a(j)〉

= 〈bH/N∗ , a(1)− a(c(S + (∆∨|V ∗)))〉 = 〈bH/N∗ , a(1)〉 − 〈bH/N∗ , a(c(S + (∆∨|V ∗)))〉
= height(H,S + (∆∨|V ∗)).

Consider any j ∈ {2, 3, . . . , c(S + (∆∨|V ∗))}.
By definition of c̄(i), we know j ∈ {2, 3, . . . , c̄(i)} ⇔ c(Σ(S + (∆∨|V ∗)|V ), j,

Ê(i)) < ⌈c(Σ(S + (∆∨|V ∗)|V ), 2, Ê(i))⌉. Since Ê(i) ∈ R̂, ⌊c(Σ(S + (∆∨|V ∗)|V ), 2,

Ê(i))⌋ < c(Σ(S + (∆∨|V ∗)|V ), 2, Ê(i)) ≤ c(Σ(S + (∆∨|V ∗)|V ), j, Ê(i)). There-

fore, c(Σ(S + (∆∨|V ∗)|V ), j, Ê(i)) < ⌈c(Σ(S + (∆∨|V ∗)|V ), 2, Ê(i))⌉ ⇔ ⌊c(Σ(S +

(∆∨|V ∗)|V ), 2, Ê(i))⌋ < c(Σ(S + (∆∨|V ∗)|V ), j, Ê(i)) < ⌈c(Σ(S + (∆∨|V ∗)|V ), 2,

Ê(i))⌉. Since Ĝ(i)+ Ĥ(i) = R0(bÊ(i)/N∗ + ⌊c(Σ(S+(∆∨|V ∗)|V ), 2, Ê(i))⌋bH/N∗)+

R0(bÊ(i)/N∗+⌈c(Σ(S+(∆∨|V ∗)|V ), 2, Ê(i))⌉bH/N∗), we know ⌊c(Σ(S+(∆∨|V ∗)|V ),

2, Ê(i))⌋ < c(Σ(S + (∆∨|V ∗)|V ), j, Ê(i)) < ⌈c(Σ(S + (∆∨|V ∗)|V ), 2, Ê(i))⌉ ⇔
Λ̄(j)∩(Ĝ(i)+Ĥ(i))◦ 6= ∅. Note that {k ∈ {1, 2, . . . , c(S+(∆∨|V ∗))}|Λ(k)∩Θ(i)◦ 6=
∅} = {1, 2, . . . , c̄(i)}, since F(S+(Θ(i)∨|V ∗))ℓ = {A(j)|j ∈ {1, 2, . . . , c̄(i)}}. There-
fore, j ∈ {2, 3, . . . , c̄(i)} ⇔ Λ(j− 1)∩Θ(i)◦ 6= ∅ and Λ(j)∩Θ(i)◦ 6= ∅. Since Λ̄(j) =
Λ(j−1)∩Λ(j), we know Λ(j−1)∩Θ(i)◦ 6= ∅ and Λ(j)∩Θ(i)◦ 6= ∅ ⇔ Λ̄(j)∩Θ(i)◦ 6= ∅.

Assume Λ̄(j) ∩ Θ̄(i)◦ 6= ∅. Take any point ω ∈ Λ̄(j) ∩ Θ̄(i)◦. Let χ = bÊ(i)/N∗ +

c(Σ(S+(∆∨|V ∗)|V ), j, Ê(i))bH/N∗ ∈ Λ̄(j). We know that there exists a real number

ǫ with 0 < ǫ ≤ 1 such that (1− t)ω + tχ ∈ Λ̄(j) ∩Θ(i)◦ for any real number t with

0 < t < ǫ, since ⌊c(Σ(S + (∆∨|V ∗)|V ), 2, Ê(i))⌋ < c(Σ(S + (∆∨|V ∗)|V ), j, Ê(i)). It
follows Λ̄(j) ∩ Θ(i)◦ 6= ∅. Therefore, Λ̄(j) ∩ Θ(i)◦ 6= ∅ ⇔ Λ̄(j) ∩ (Θ(i)◦ ∪ Θ̄(i)◦) 6=
∅. �

17. Upward subdivisions and the hard height inequalities

We define upward subdivisions of a normal fan of a convex pseudo polytope. We
construct an upward subdivision by repeating basic subdivisions associated with a
compatible mapping. For upward subdivisions, the hard height inequalities hold.
These inequalities are essential in our theory.

Let V be any vector space of finite dimension over R with dim V ≥ 2, let N be
any lattice of V , and let S be any rational convex pseudo polytope over N in V
such that dim |Σ(S|V )| ≥ 2, where Σ(S|V ) denotes the normal fan of S.
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By SF(V,N, S) we denote the set of all pairs (H,Φ) of a regular cone H of
dimension one over the dual lattice N∗ of N in the dual vector space V ∗ of V and
a flat regular fan Φ over N∗ in V ∗ such that dimΦ ≥ 2, H ∈ Φ1, Φ is starry with
center in H , |Φ| ⊂ |Σ(S|V )| and Σ(S|V )∩̂F(∆) is H-simple for any ∆ ∈ Φmax.

In this section we assume SF(V,N, S) 6= ∅ below.
Note that height(H,Φ, S) ∈ (1/den(S/N))Z0 for any (H,Φ) ∈ SF(V,N, S).

Therefore, for any infinite sequence (H(i),Φ(i)), i ∈ Z0 of elements of SF(V,N, S)
such that height(H(i),Φ(i), S) ≥ height(H(i+1),Φ(i+1), S) for any i ∈ Z0, there
exists i0 ∈ Z0 such that height(H(i),Φ(i), S) = height(H(i0),Φ(i0), S) for any
i ∈ Z0 with i ≥ i0.

Consider any (H,Φ) ∈ SF(V,N, S).
By SD(H,Φ, S) we denote the set of all pairs (M,F ) of a non-negative integer

M ∈ Z0 and a center sequence F of Φ of length M such that dimF (i) = 2 for any
i ∈ {1, 2, . . . ,M}, F (i) 6⊂ |Φ − (Φ/H)| for any i ∈ {1, 2, . . . ,M}, and Φ ∗ F (1) ∗
F (2) ∗ · · · ∗ F (M) is a subdivision of Σ(S|V )∩̂Φ.

Below, we use induction on height(H,Φ, S), we will show that SD(H,Φ, S) 6= ∅,
and we will define a non-empty subset USD(H,Φ, S) of SD(H,Φ, S).

Consider any (H,Φ) ∈ SF(V,N, S) with height(H,Φ, S) = 0. By 0Φ we denote
the unique center sequence of Φ of length 0. By Lemma 15.4.1 we know that Φ
is a subdivision of Σ(S|V )∩̂Φ and therefore (0, 0Φ) ∈ SD(H,Φ, S) 6= ∅. We define
{(0, 0Φ)} = USD(H,Φ, S). Obviously ∅ 6= USD(H,Φ, S) ⊂ SD(H,Φ, S).

Consider any (H,Φ) ∈ SF(V,N, S) with height(H,Φ, S) > 0.
By induction hypothesis we can assume that a non-empty subset USD(H̄, Φ̄, S)

of SD(H̄, Φ̄, S) is defined for any (H̄, Φ̄) ∈ SF(V,N, S) satisfying height(H̄, Φ̄, S) <
height(H,Φ, S). Below we assume this claim.

The characteristic function γ : (Φ − (Φ/H))1 → Q0 of (H,Φ, S) is defined.
Let m =

∑
Ē∈(Φ−(Φ/H))1

⌈γ(Ē)⌉ ∈ Z+ and m̄ =
∑
Ē∈(Φ−(Φ/H))1

⌊γ(Ē)⌋ ∈ Z0.

Obviously m̄ ≤ m.
Let E denote the set of all compatible mappings E : {1, 2, . . . ,m} → (Φ−(Φ/H))1

with S. By Lemma 15.8.1 we know E 6= ∅. Consider any E ∈ E .
Let F = F (V ∗, N∗, H,Φ,m,E) and Ω = Ω(V ∗, N∗, H,Φ,m,E). We have a

mapping

F : {1, 2, . . . ,m} → 2V
∗

.

By Lemma 13.1.4 and Lemma 13.1.2 we know that F is a center sequence of Φ
of length m such that dimF (i) = 2, F (i) ⊂ E(i) + H and F (i) 6⊂ |Φ − (Φ/H)|
for any i ∈ {1, 2, . . . ,m}. By definition Ω = Φ ∗ F (1) ∗ F (2) ∗ . . . ∗ F (m). By
Lemma 13.2.1 we know that Ω is a flat regular fan over N in V , dimΩ = dimΦ,
vect(|Ω|) = vect(|Φ|), Ω is an iterated star subdivision of Φ, and |Ω| = |Φ|.

We have mappings

H = H(V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m+ 1} → 2V
∗

, and

Ω = Ω(V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m+ 1} → 22
V ∗

.

By Lemma 13.1.2, Lemma 13.2.5 and Theorem 16.1.4.(c) we know that H(i) is a
regular cone of dimension one overN∗ in V ∗, Ω(i) is a flat regular fan overN∗ in V ∗,
dimΩ(i) = dimΦ, vect(|Ω(i)|) = vect(|Φ|), H(i) ∈ Ω(i)1, Ω(i) is starry with center
in H(i), Ω(i) ⊂ Ω, |Ω(i)| ⊂ |Ω| = |Φ| ⊂ |Σ(S|V )|, and height(H(i),Ω(i), S) <
height(H,Φ, S) for any i ∈ {1, 2, . . . ,m+ 1}.
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By Theorem 16.1.5 we know that Ω\|Ω(i)| = Ω(i) = Σ(S|V )∩̂Ω(i) and Ω\|Ω(i)|
is a subdivision of Σ(S|V )∩̂Ω(i) for any i ∈ {1, 2, . . . , m̄}.

Consider any element µ ∈ {m̄, m̄+ 1, . . . ,m+ 1}.
By induction we will show that there exist mappings

M : {m̄, m̄+ 1, . . . , µ} → Z+, and

F̄ : {1, 2, . . . ,M(µ)} → 2V
∗

satisfying the following six conditions:

(1) M(m̄) = m and M(i− 1) ≤M(i) for any i ∈ {m̄+ 1, m̄+ 2, . . . , µ}.
(2) F̄ (j) = F (j) for any j ∈ {1, 2, . . . ,m}.
(3) F̄ (j) is a regular cone over N∗ in V ∗ and dim F̄ (j) = 2 for and any j ∈

{1, 2, . . . ,M(µ)}, and F̄ is a center sequence of Φ of length M(µ).
(4) F̄ (j) ⊂ |Ω(i)| and F̄ (j) 6⊂ |Ω(i) − (Ω(i)/H(i))| for any i ∈ {m̄ + 1, m̄ +

2, . . . , µ} and any j ∈ {M(i− 1) + 1,M(i− 1) + 2, . . . ,M(i)}.
(5) Φ ∗ F̄ (1) ∗ F̄ (2) ∗ · · · ∗ F̄ (M(µ))\|Ω(i)| is a subdivision of Σ(S|V )∩̂Ω(i) for

any i ∈ {1, 2, . . . , µ}.
(6) Consider any i ∈ {m̄+ 1, m̄+ 2, . . . , µ}.

Denote Φ̄(i) = Φ ∗ F̄ (1) ∗ F̄ (2) ∗ · · · ∗ F̄ (M(i− 1))\|Ω(i)|.
Let ¯̄F (i) : {1, 2, . . . ,M(i)−M(i− 1)} → 2V

∗

denote the mapping satis-

fying ¯̄F (i)(j) = F̄ (M(i− 1) + j) for any j ∈ {1, 2, . . . ,M(i)−M(i− 1)}.
|Φ̄(i)| = |Ω(i)|, (H(i), Φ̄(i)) ∈ SF(V,N, S), height(H(i), Φ̄(i), S) < height(

H,Φ, S) and (M(i)−M(i− 1), ¯̄F (i)) ∈ USD(H(i), Φ̄(i), S).

Consider the case µ = m̄. We define M(m̄) = m and F̄ (j) = F (j) for any
j ∈ {1, 2, . . . ,m}. We know that mappings

M : {m̄, m̄+ 1, . . . , µ} = {m̄} → Z+,

F̄ = F : {1, 2, . . . ,M(µ)} = {1, 2, . . . ,m} → 2V
∗

satisfy the above conditions.
Assume that µ > m̄ and there exist mappings

M : {m̄, m̄+ 1, . . . , µ− 1} → Z+,

F̄ : {1, 2, . . . ,M(µ− 1)} → 2V
∗

satisfying the above conditions in which µ is replaced by µ− 1. We take mappings
M : {m̄, m̄ + 1, . . . , µ − 1} → Z+, F̄ : {1, 2, . . . ,M(µ − 1)} → 2V

∗

satisfying the
above conditions in which µ is replaced by µ− 1.

Let Φ̄(µ) = Φ ∗ F̄ (1) ∗ F̄ (2) ∗ · · · ∗ F̄ (M(µ − 1))\|Ω(µ)|. We know that Φ̄(µ) =
Ω∗ F̄(M(m̄)+1)∗ F̄(M(m̄)+2)∗· · ·∗ F̄ (M(µ−1))\|Ω(µ)|, Φ̄(µ) is a flat regular fan
over N∗ in V ∗, dim Φ̄(µ) = dimΦ, vect(|Φ̄(µ)|) = vect(|Φ|), Φ̄(µ) is a subdivision of
Ω(µ) and |Φ̄(µ)| = |Ω(µ)|. Since Σ(S|V )∩̂F(Θ) is semisimple for any Θ ∈ Ω(µ)max,
we know that Σ(S|V )∩̂F(Θ) is semisimple for any Θ ∈ Φ̄(µ)max

Note that

F̄ (j) ⊂ |Φ− (Φ/H)| ∪ (
⋃

i∈{1,2,...,µ−1}

|Ω(i)|)

for any j ∈ {M(m̄) + 1,M(m̄) + 2, . . . ,M(µ− 1)},
(|Φ− (Φ/H)| ∪ (

⋃

i∈{1,2,...,µ−1}

|Ω(i)|)) ∩ |Ω(µ)| = |Ω(µ)− (Ω(µ)/H(µ))|,
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and Ω ∗ F̄ (M(m̄) + 1) ∗ F̄ (M(m̄) + 2) ∗ · · · ∗ F̄ (M(µ− 1))\(|Φ− (Φ/H)|∪
(
⋃
i∈{1,2,...,µ−1} |Ω(i)|)) is a subdivision of Σ(S|V ).

Let ℓ = ♯{j ∈ {M(m̄)+1,M(m̄)+2, . . . ,M(µ−1)}|F̄ (j) ⊂ |Ω(µ)−(Ω(µ)/H(µ))|}
and let τ : {1, 2, . . . , ℓ} → {M(m̄) + 1,M(m̄) + 2, . . . ,M(µ − 1)} denote the
unique injective mapping preserving the order and satisfying τ({1, 2, . . . , ℓ}) = {j ∈
{M(m̄) + 1,M(m̄) + 2, . . . ,M(µ − 1)}|F̄ (j) ⊂ |Ω(µ) − (Ω(µ)/H(µ))|}. We know
that Φ̄(µ) = Ω(µ)∗ F̄ τ(1)∗ F̄ τ(2)∗ · · ·∗ F̄ τ(ℓ). Since F̄ τ(j) ⊂ |Ω(µ)− (Ω(µ)/H(µ))|
for any j ∈ {1, 2, . . . , ℓ}, we know that H(µ) ∈ Φ̄(µ)1, Φ̄(µ) is starry with cen-
ter in H(µ), |Φ̄(µ)| = |Ω(µ)|, |Φ̄(µ) − (Φ̄(µ)/H(µ))| = |Ω(µ) − (Ω(µ)/H(µ))| and
height(H(µ), Φ̄(µ), S) = height(H(µ),Ω(µ), S) < height(H,Φ, S).

Consider any Θ ∈ Φ̄(µ)max. Σ(S|V )∩̂F(Θ) is semisimple. Θ ∈ Φ̄(µ)/H(µ),
and H(µ)op|Θ ∈ Φ̄(µ) − (Φ̄(µ)/H(µ)). On the other hand, we know Φ̄(µ) −
(Φ̄(µ)/H(µ)) = Φ̄(µ)\|Ω(µ) − (Ω(µ)/H(µ))| = Ω ∗ F̄ (M(m̄) + 1) ∗ F̄ (M(m̄) + 2) ∗
· · · ∗ F̄ (M(µ− 1))\|Ω(µ)− (Ω(µ)/H(µ))| = (Ω ∗ F̄ (M(m̄)+ 1) ∗ F̄ (M(m̄)+ 2) ∗ · · · ∗
F̄ (M(µ − 1))\(|Φ − (Φ/H)| ∪ (

⋃
i∈{1,2,...,µ−1} |Ω(i)|)))\|Ω(µ) − (Ω(µ)/H(µ))|, and

Φ̄(µ)−(Φ̄(µ)/H(µ)) is a subdivision of Σ(S|V ). Therefore Σ(S|V )∩̂F(H(µ)op|Θ) =
F(H(µ)op|Θ), and we know that Σ(S|V )∩̂F(Θ) is H(µ)-simple.

We know that (H(µ), Φ̄(µ)) ∈ SF(V,N, S), height(H(µ), Φ̄(µ), S) < height(H,Φ,
S), and a non-empty subset USD(H(µ), Φ̄(µ), S) of SD(H(µ), Φ̄(µ), S) is defined.

Take any element (L,G) ∈ USD(H(µ), Φ̄(µ), S). PutM(µ) =M(µ−1)+L, and
put F̄ (j) = G(j −M(µ− 1)) for any j ∈ {M(µ− 1) + 1,M(µ− 1) + 2, . . . ,M(µ)}.
We obtain extended mappings

M : {m̄, m̄+ 1, . . . , µ} → Z+,

F̄ : {1, 2, . . . ,M(µ)} → 2V
∗

satisfying the above conditions.
By induction on µ we know that there exist mappings

M : {m̄, m̄+ 1, . . . ,m+ 1} → Z+,

F̄ : {1, 2, . . . ,M(m+ 1)} → 2V
∗

satisfying the following six conditions:

(1) M(m̄) = m and M(i− 1) ≤M(i) for any i ∈ {m̄+ 1, m̄+ 2, . . . ,m+ 1}.
(2) F̄ (j) = F (j) for any j ∈ {1, 2, . . . ,m}
(3) F̄ (j) is a regular cone over N∗ in V ∗ and dim F̄ (j) = 2 for and any j ∈

{1, 2, . . . ,M(m+1)}, and F̄ is a center sequence of Φ of length M(m+1).
(4) F̄ (j) ⊂ |Ω(i)| and F̄ (j) 6⊂ |Ω(i) − (Ω(i)/H(i))| for any i ∈ {m̄ + 1, m̄ +

2, . . . ,m+ 1} and any j ∈ {M(i− 1) + 1,M(i− 1) + 2, . . . ,M(i)}.
(5) Φ ∗ F̄ (1) ∗ F̄ (2) ∗ · · · ∗ F̄ (M(m+1))\|Ω(i)| is a subdivision of Σ(S|V )∩̂Ω(i)

for any i ∈ {1, 2, . . . ,m+ 1}.
(6) Consider any i ∈ {m̄+ 1, m̄+ 2, . . . ,m+ 1}.

Denote Φ̄(i) = Φ ∗ F̄ (1) ∗ F̄ (2) ∗ · · · ∗ F̄ (M(i− 1))\|Ω(i)|.
Let ¯̄F (i) : {1, 2, . . . ,M(i)−M(i− 1)} → 2V

∗

denote the mapping satis-

fying ¯̄F (i)(j) = F̄ (M(i− 1) + j) for any j ∈ {1, 2, . . . ,M(i)−M(i− 1)}.
|Φ̄(i)| = |Ω(i)|, (H(i), Φ̄(i)) ∈ SF(V,N, S), height(H(i), S, Φ̄(i)) <

height(H,Φ, S) and (M(i)−M(i− 1), ¯̄F (i)) ∈ USD(H(i), Φ̄(i), S).
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Put

USD(E,H,Φ, S) = {(M(m+ 1), F̄ )|
M : {m̄, m̄+ 1, . . . ,m+ 1} → Z+,

F̄ : {1, 2, . . . ,M(m+ 1)} → 2V
∗

,

M and F̄ satisfy the above conditions.}.
We know that ∅ 6= USD(E,H,Φ, S) ⊂ SD(H,Φ, S).

Recall that E ∈ E is an arbitrary element. Define

USD(H,Φ, S) =
⋃

E∈E

USD(E,H,Φ, S).

We know that ∅ 6= USD(H,Φ, S) ⊂ SD(H,Φ, S).
Consider any (H,Φ) ∈ SF(V,N, S) and any (M,F ) ∈ USD(H,Φ, S). We call F

an upward center sequence of (H,Φ, S), and we call Φ ∗F (1) ∗F (2) ∗ · · · ∗F (M) an
upward subdivision of (H,Φ, S).

Theorem 17.1. Assume SF(V,N, S) 6= ∅, and consider any (H,Φ) ∈ SF(V,N, S).

(1) USD(H,Φ, S) 6= ∅.
(2) For any (M,F ) ∈ USD(H,Φ, S), F is a center sequence of Φ of length

M , dimF (i) = 2 and F (i) 6⊂ |Φ − (Φ/H)| for any i ∈ {1, 2, . . . ,M}, and
Φ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (M) is a subdivision of Σ(S|V )∩̂Φ.

(3) By 0Φ we denote the unique center sequence of Φ of length 0. The following
three conditions are equivalent:
(a) height(H,Φ, S) = 0.
(b) (0, 0Φ) ∈ USD(H,Φ, S).
(c) {(0, 0Φ)} = USD(H,Φ, S).

Consider any (M,F ) ∈ USD(H,Φ, S). We denote Φ̃ = Φ∗F (1)∗F (2)∗· · ·∗F (M)
for simplicity.

(4) For any ∆ ∈ Φ0 ∪ Φ1, Φ̃\∆ = Σ(S|V )∩̂F(∆) = F(∆).

(5) Φ̃\|Φ− (Φ/H)| = (Σ(S|V )∩̂Φ)\|Φ− (Φ/H)| = Φ− (Φ/H).

(6) Consider any subset Φ̂ of Φ satisfying dim Φ̂ = dim vect(|Φ̂|) ≥ 2, Φ̂max =

Φ̂0, H ∈ Φ̂1 and Φ̂ = (Φ̂/H)fc.

Let M̂ = ♯{i ∈ {1, 2, . . . ,M}|F (i) ⊂ |Φ̂|}, and τ : {1, 2, . . . , M̂} →
{1, 2, . . . ,M} denote the unique injective mapping preserving the order and

satisfying τ({1, 2, . . . , M̂}) = {i ∈ {1, 2, . . . ,M}|F (i) ⊂ |Φ̂|}.
Then, (H, Φ̂) ∈ SF(V,N, S), (M̂, Fτ) ∈ USD(H, Φ̂, S), and Φ̃\|Φ̂| =

Φ̂ ∗ Fτ(1) ∗ Fτ(2) ∗ · · · ∗ Fτ(M̂ ).
(7) Consider any ∆ ∈ Φ2/H.

|Φ̃\∆| = |Σ(S|V )∩̂F(∆)| = ∆.

Φ̃\∆ is the minimum regular subdivision of Σ(S|V )∩̂F(∆) over N∗ in
V ∗, in other words, the following three conditions hold:

(a) Φ̃\∆ is a regular fan over N∗ in V ∗.

(b) Φ̃\∆ is a subdivision of Σ(S|V )∩̂F(∆).
(c) If Ξ is a regular fan over N∗ in V ∗ and Ξ is a subdivision of Σ(S|V )∩̂F(∆),

then Ξ is a subdivision of Φ̃\∆.

Below, we consider the case height(H,Φ, S) > 0. Assume height(H,Φ, S) > 0.
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The characteristic function γ : (Φ − (Φ/H))1 → Q0 of (H,Φ, S) is defined. Let
m =

∑
Ē∈(Φ−(Φ/H))1

⌈γ(Ē)⌉ ∈ Z+ and m̄ =
∑

Ē∈(Φ−(Φ/H))1
⌊γ(Ē)⌋ ∈ Z0. Obviously

m̄ ≤ m.

(8) m ≤M .
(9) There exists uniquely a pair (E,M) of a compatible mapping E : {1, 2, . . . ,

m} → (Φ−(Φ/H))1 with S and a mapping M : {m̄, m̄+1, . . . ,m+1} → Z+

satisfying the following three conditions. We denote

FE = F (V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m} → 2V
∗

HE = H(V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m+ 1} → 2V
∗

, and

ΩE = Ω(V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m+ 1} → 22
V ∗

:

(a) F (j) = FE(j) for any j ∈ {1, 2, . . . ,m}.
(b) M(m̄) = m, M(m + 1) = M and M(i − 1) ≤ M(i) for any i ∈

{m̄+ 1, m̄+ 2, . . . ,m+ 1}.
(c) F (j) ⊂ |ΩE(i)| and F (j) 6⊂ |ΩE(i)− (ΩE(i)/HE(i))| for any i ∈ {m̄+

1, m̄+2, . . . ,m+1} and any j ∈ {M(i−1)+1,M(i−1)+2, . . . ,M(i)}.
We take the unique pair (E,M) of a compatible mapping E : {1, 2, . . . ,m} →

(Φ − (Φ/H))1 with S and a mapping M : {m̄, m̄+ 1, . . . ,m + 1} → Z+ satisfying
the above three conditions, and we denote

FE = F (V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m} → 2V
∗

HE = H(V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m+ 1} → 2V
∗

, and

ΩE = Ω(V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m+ 1} → 22
V ∗

.

We put M(i) = m for any i ∈ {0, 1, . . . , m̄ − 1}. We obtain an extension M :
{0, 1, . . . ,m+1} → Z+ ofM : {m̄, m̄+1, . . . ,m+1} → Z+. M(0) = m,M(m+1) =
M , M(i− 1) ≤M(i) for any i ∈ {1, 2, . . . ,m+ 1}.

Consider any i ∈ {1, 2, . . . ,m + 1}. We denote Φ̄(i) = Φ ∗ F (1) ∗ F (2) ∗ · · · ∗
F (M(i − 1))\|ΩE(i)|. Let F̄ (i) : {1, 2, . . . ,M(i) − M(i − 1)} → 2V

∗

denote the
mapping satisfying F̄ (i)(j) = F (M(i−1)+j) for any j ∈ {1, 2, . . . ,M(i)−M(i−1)}.

(10) For any i ∈ {1, 2, . . . ,m+1}, |Φ̄(i)| = |ΩE(i)|, (HE(i), Φ̄(i)) ∈ SF(V,N, S),
height(HE(i), Φ̄(i), S) < height(H,Φ, S) and (M(i)−M(i− 1), F̄ (i)) ∈
USD(HE(i), Φ̄(i), S).

(11) For any i ∈ {1, 2, . . . ,m+1}, Φ̃\|ΩE(i)| = (Φ ∗F (1) ∗F (2) ∗ · · · ∗F (M(i)))
\|ΩE(i)| = Φ̄(i) ∗ F̄ (1) ∗ F̄ (2) ∗ · · · ∗ F̄ (M(i)−M(i− 1)).

(12) For any i ∈ {1, 2, . . . , m̄}, height(HE(i), Φ̄(i), S) = 0, M(i)−M(i−1) = 0,

and Φ̃\|ΩE(i)| = (Φ∗F (1)∗F (2)∗· · ·∗F (m))\|ΩE(i)| = Φ̄(i)∗ F̄ (1)∗ F̄ (2)∗
· · · ∗ F̄ (M(i)−M(i− 1)) = Φ̄(i) = ΩE(i).

(13)

Φ̃ = (Φ− (Φ/H)) ∪ (
⋃

i∈{1,2,...,m+1}

((Φ̃\|ΩE(i)|)− (Φ̃\|ΩE(i)− (ΩE(i)/HE(i))|))).

(Φ− (Φ/H)) ∩ ((Φ̃\|ΩE(i)|)− (Φ̃\|ΩE(i)− (ΩE(i)/HE(i))|)) = ∅,
for any i ∈ {1, 2, . . . ,m+ 1}.

((Φ̃\|ΩE(i)|)− (Φ̃\|ΩE(i)− (ΩE(i)/HE(i))|))
∩ ((Φ̃\|ΩE(j)|)− (Φ̃\|ΩE(j)− (ΩE(j)/HE(j))|)) = ∅,
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for any i ∈ {1, 2, . . . ,m+ 1} and any j ∈ {1, 2, . . . ,m+ 1} with i 6= j.

(14) If Γ ∈ Φ̃1 and Γ 6⊂ |Φ−(Φ/H)|, then there exists uniquely i ∈ {1, 2, . . . ,m+
1} satisfying Γ ⊂ |ΩE(i)| and Γ 6⊂ |ΩE(i)− (ΩE(i)/HE(i))|.

If Γ ∈ Φ̃1, i ∈ {1, 2, . . . ,m + 1}, Γ ⊂ |ΩE(i)| and Γ 6⊂ |ΩE(i) −
(ΩE(i)/HE(i))|, then Γ 6⊂ |Φ− (Φ/H)|.

For any i ∈ {1, 2, . . . , m̄},
{Γ ∈ Φ̃1|Γ ⊂ |ΩE(i)|,Γ 6⊂ |ΩE(i)− (ΩE(i)/HE(i))|} = {HE(i)}.
For any i ∈ {m̄+ 1, m̄+ 2, . . . ,m+ 1},
{Γ ∈ Φ̃1|Γ ⊂ |ΩE(i)|,Γ 6⊂ |ΩE(i)− (ΩE(i)/HE(i))|} =

{HE(i)} ∪ {R0bF (j)/N∗ |j ∈ Z,M(i− 1) < j ≤M(i)}.
For any i ∈ {1, 2, . . . ,m+ 1},

♯{Γ ∈ Φ̃1|Γ ⊂ |ΩE(i)|,Γ 6⊂ |ΩE(i)− (ΩE(i)/HE(i))|} =M(i)−M(i− 1) + 1.

Consider any (H,Φ) ∈ SF(V,N, S) and any (M,F ) ∈ USD(H,Φ, S). We denote

Φ̃ = Φ∗F (1)∗F (2)∗ · · ·∗F (M) and Φ̃◦
1 = {Γ ∈ Φ̃1|Γ 6⊂ |Φ− (Φ/H)|} for simplicity.

We know ♯Φ̃◦
1 =M + 1.

By induction on height(H,Φ, S) we define three mappings

I(V,N,H,Φ, S,M, F ) : Φ̃◦
1 → {1, 2, . . . ,M + 1},

Ψ(V,N,H,Φ, S,M, F ) : Φ̃◦
1 → 22

V ∗

, and

Ψ◦(V,N,H,Φ, S,M, F ) : Φ̃◦
1 → 22

V ∗

such that Ψ(V,N,H,Φ, S,M, F )(Γ) is a regular fan over N∗ in V ∗ and Ψ◦(V,N,H,

Φ, S,M, F )(Γ) ⊂ Ψ(V,N,H,Φ, S,M, F )(Γ) ⊂ Φ̃ for any Γ ∈ Φ̃◦
1.

Consider the case height(H,Φ, S) = 0.

We know M = 0, Φ̃ = Φ, and Φ̃◦
1 = {H}. We define

I(V,N,H,Φ, S,M, F )(H) = 1,

Ψ(V,N,H,Φ, S,M, F )(H) = Φ,

Ψ◦(V,N,H,Φ, S,M, F )(H) = Φ.

Consider the case height(H,Φ, S) > 0.
The characteristic function γ : (Φ − (Φ/H))1 → Q0 of (H,Φ, S) is defined. Let

m =
∑
Ē∈(Φ−(Φ/H))1

⌈γ(Ē)⌉ ∈ Z+ and m̄ =
∑

Ē∈(Φ−(Φ/H))1
⌊γ(Ē)⌋ ∈ Z0. We know

m̄ ≤ m ≤M .
We take the unique pair (E,M) of a compatible mapping E : {1, 2, . . . ,m} →

(Φ − (Φ/H))1 with S and a mapping M : {m̄, m̄+ 1, . . . ,m+ 1} → Z+ satisfying
the following three conditions. We denote

FE = F (V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m} → 2V
∗

HE = H(V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m+ 1} → 2V
∗

, and

ΩE = Ω(V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m+ 1} → 22
V ∗

.

(1) F (j) = FE(j) for any j ∈ {1, 2, . . . ,m}.
(2) M(m̄) = m, M(m+1) =M and M(i− 1) ≤M(i) for any i ∈ {m̄+1, m̄+

2, . . . ,m+ 1}.



NEW IDEAS FOR RESOLUTION OF SINGULARITIES 103

(3) F (j) ⊂ |ΩE(i)| and F (j) 6⊂ |ΩE(i)−(ΩE(i)/HE(i))| for any i ∈ {m̄+1, m̄+
2, . . . ,m+ 1} and any j ∈ {M(i− 1) + 1,M(i− 1) + 2, . . . ,M(i)}.

For any i ∈ {0, 1, . . . , m̄ − 1}, we put M(i) = m. We obtain an extension
M : {0, 1, . . . ,m + 1} → Z+ of M : {m̄, m̄ + 1, . . . ,m + 1} → Z+. For any
i ∈ {1, 2, . . . ,m+1}, we denote Φ̄(i) = (Φ∗F (1)∗F (2)∗ · · ·∗F (M(i−1)))\|ΩE(i)|,
and we take the mapping F̄ (i) : {1, 2, . . . ,M(i) − M(i − 1)} → 2V

∗

satisfying
F̄ (i)(j) = F (M(i − 1) + j) for any j ∈ {1, 2, . . . ,M(i) − M(i − 1)}. We know
(HE(i), Φ̄(i)) ∈ SF(V,N, S), |Φ̄(i)| = |ΩE(i)|, |Φ̄(i) − (Φ̄(i)/HE(i))| = |ΩE(i) −
(ΩE(i)/HE(i))|, height(HE(i), Φ̄(i), S) < height(H,Φ, S), (M(i)−M(i−1), F̄(i)) ∈
USD(HE(i), Φ̄(i), S), and Φ̄(i)∗ F̄ (1)∗ F̄ (2)∗ · · · ∗ F̄ (M(i)−M(i− 1)) = Φ̃\|ΩE(i)|
for any i ∈ {1, 2, . . . ,m+ 1}. We denote

GE = G(V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m} → 2V
∗

.

Consider any Γ ∈ Φ̃◦
1. Take the unique i ∈ {1, 2, . . . ,m+1} satisfying Γ ⊂ |ΩE(i)|

and Γ 6⊂ |ΩE(i)− (ΩE(i)/HE(i))|. We know Γ ∈ (Φ̄(i)∗ F̄(1)∗ F̄ (2)∗ · · ·∗ F̄ (M(i)−
M(i− 1)))1 and Γ 6⊂ |Φ̄(i)− (Φ̄(i)/HE(i))|. By induction hypothesis we know that
I(V,N,HE(i), Φ̄, S,M(i) −M(i − 1), F̄ (i))(Γ), Ψ(V,N,HE(i), Φ̄, S,M(i) −M(i −
1), F̄ (i))(Γ) and Ψ◦(V,N,HE(i), Φ̄, S,M(i)−M(i− 1), F̄ (i))(Γ) are defined.

We define

I(V,N,H,Φ, S,M, F )(Γ) =

i− 1 +M(i− 1)−m+ I(V,N,HE(i), Φ̄(i), S,M(i)−M(i− 1), F̄ (i))(Γ),

Ψ(V,N,H,Φ, S,M, F )(Γ) = Ψ(V,N,HE(i), Φ̄(i), S,M(i)−M(i− 1), F̄ (i))(Γ).

In case i 6= m+ 1, we define

Ψ◦(V,N,H,Φ, S,M, F )(Γ) =

{Θ ∈ Ψ◦(V,N,HE(i), Φ̄(i), S,M(i)−M(i− 1), F̄ (i))(Γ)|Θ◦ ⊂ |ΩE/GE(i)|◦}.
In case i = m+ 1, we define

Ψ◦(V,N,H,Φ, S,M, F )(Γ) = Ψ◦(V,N,HE(i), Φ̄(i), S,M(i)−M(i− 1), F̄ (i))(Γ).

We call the mapping I(V,N,H,Φ, S,M, F ) the H-ordered enumeration of Φ̃◦
1.

Let Γ ∈ Φ̃◦
1. We call the regular fan Ψ(V,N,H,Φ, S,M, F )(Γ) the H-lower part

of Φ̃ below Γ, and we call the subset Ψ◦(V,N,H,Φ, S,M, F )(Γ) the H-lower main

part of Φ̃ below Γ.

Lemma 17.2. Assume SF(V,N, S) 6= ∅. Consider any (H,Φ) ∈ SF(V,N, S)

and any (M,F ) ∈ USD(H,Φ, S). We denote Φ̃ = Φ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (M),

Φ̃◦
1 = {Γ ∈ Φ̃1|Γ 6⊂ |Φ− (Φ/H)|},

I = I(V,N,H,Φ, S,M, F ) : Φ̃◦
1 → {1, 2, . . . ,M + 1},

Ψ = Ψ(V,N,H,Φ, S,M, F ) : Φ̃◦
1 → 22

V ∗

, and

Ψ◦ = Ψ◦(V,N,H,Φ, S,M, F ) : Φ̃◦
1 → 22

V ∗

.

(1) The mapping I is bijective. H ∈ Φ̃◦
1. I(H) =M + 1.

(2) Consider any Γ ∈ Φ̃◦
1.

Ψ(Γ) is a flat regular fan over N∗ in V ∗. Ψ(Γ) ⊂ Φ̃. dimΨ(Γ) =
dimΦ ≥ 2. vect(|Ψ(Γ)|) = vect(|Φ|). Γ ∈ Ψ(Γ)1. Ψ(Γ) is starry with
center in Γ. Ψ(Γ)max ⊂ Ψ◦(Γ) ⊂ Ψ(Γ).
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Γ ∈ Ψ◦(Γ) ⇔ Ψ◦(Γ) = Ψ(Γ) ⇔ Γ = H.
(3)

|Φ| = |Φ− (Φ/H)| ∪ (
⋃

Γ∈Φ̃◦

1

|Ψ(Γ)/Γ|◦).

For any Γ ∈ Φ̃◦
1, |Φ− (Φ/H)| ∩ |Ψ(Γ)/Γ|◦ = ∅.

For any Γ ∈ Φ̃◦
1 and any Γ̄ ∈ Φ̃◦

1 with Γ 6= Γ̄, |Ψ(Γ)/Γ|◦∩|Ψ(Γ̄)/Γ̄|◦ = ∅.
(4)

Φ̃ = (Φ− (Φ/H)) ∪ (
⋃

Γ∈Φ̃◦

1

(Ψ(Γ)/Γ)).

For any Γ ∈ Φ̃◦
1, (Φ− (Φ/H)) ∩ (Ψ(Γ)/Γ) = ∅.

For any Γ ∈ Φ̃◦
1 and any Γ̄ ∈ Φ̃◦

1 with Γ 6= Γ̄, (Ψ(Γ)/Γ) ∩ (Ψ(Γ̄)/Γ̄) = ∅.
(5)

Φ̃max =
⋃

Γ∈Φ̃◦

1

Ψ(Γ)max.

For any Γ ∈ Φ̃◦
1 and any Γ̄ ∈ Φ̃◦

1 with Γ 6= Γ̄, Ψ(Γ)max ∩Ψ(Γ̄)max = ∅.
(6)

|Φ| =
⋃

Γ∈Φ̃◦

1

|Ψ◦(Γ)|◦.

For any Γ ∈ Φ̃◦
1 and any Γ̄ ∈ Φ̃◦

1 with Γ 6= Γ̄, |Ψ◦(Γ)|◦ ∩ |Ψ◦(Γ̄)|◦ = ∅.
(7)

Φ̃ =
⋃

Γ∈Φ̃◦

1

Ψ◦(Γ).

For any Γ ∈ Φ̃◦
1 and any Γ̄ ∈ Φ̃◦

1 with Γ 6= Γ̄, Ψ◦(Γ) ∩Ψ◦(Γ̄) = ∅.
For any i ∈ {0, 1, . . . ,M + 1}, we denote

X(i) =|Φ− (Φ/H)| ∪ (
⋃

Γ∈Φ̃◦

1 ,I(Γ)≤i

|Ψ(Γ)/Γ)|◦) ⊂ V ∗,

Y (i) =
⋃

Γ∈Φ̃◦

1 ,I(Γ)>i

|Ψ◦(Γ)|◦ ⊂ V ∗.

(8) X(0) = |Φ− (Φ/H)|. X(M + 1) = |Φ|. Y (0) = |Φ|. Y (M + 1) = ∅.
For any i ∈ {1, 2, . . . ,M + 1}, X(i− 1) ⊂ X(i), X(i− 1) 6= X(i),

Y (i− 1) ⊃ Y (i), and Y (i− 1) 6= Y (i).
(9) For any i ∈ {1, 2, . . . ,M + 1},

X(i− 1) ∩ |ΨI−1(i)| = |ΨI−1(i)| − |ΨI−1(i)/I−1(i)|◦,
Y (i) ∩ |ΨI−1(i)| = |ΨI−1(i)| − |Ψ◦I−1(i)|◦.

(10) For any i ∈ {0, 1, . . . ,M + 1},
X(i) = |Φ− (Φ/H)| ∪ (

⋃

Γ∈Φ̃◦

1 ,I(Γ)≤i

|Ψ(Γ)|),

Y (i) =
⋃

Γ∈Φ̃◦

1,I(Γ)>i

|Ψ(Γ)|,

and X(i) and Y (i) are closed subsets of V ∗.
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(11) Consider any subset Φ̂ of Φ satisfying dim Φ̂ = dim vect(|Φ̂|) ≥ 2, Φ̂max =

Φ̂0, H ∈ Φ̂1 and Φ̂ = (Φ̂/H)fc.

Let M̂ = ♯{i ∈ {1, 2, . . . ,M}|F (i) ⊂ |Φ̂|}, and τ : {1, 2, . . . , M̂} → {i ∈
{1, 2, . . . ,M} denote the unique injective mapping preserving the order and

satisfying τ({1, 2, . . . , M̂}) = {i ∈ {1, 2, . . . ,M}|F (i) ⊂ |Φ̂|}.
By Theorem 17.1.6 we know that (H, Φ̂) ∈ SF(V,N, S), (M̂, Fτ) ∈

USD(H, Φ̂, S), and Φ̃\|Φ̂| = Φ̂ ∗ Fτ(1) ∗ Fτ(2) ∗ · · · ∗ Fτ(M̂ ).

(a) {Γ ∈ (Φ̃\|Φ̂|)1|Γ 6⊂ |Φ̂− (Φ̂/H)|} = Φ̃◦
1\|Φ̂|.

We denote

Î = I(V,N,H, Φ̂, S, M̂, Fτ) : Φ̃◦
1\|Φ̂| → {1, 2, . . . , M̂ + 1},

Ψ̂ = Ψ(V,N,H, Φ̂, S, M̂, Fτ) : Φ̃◦
1\|Φ̂| → 22

V ∗

,

Ψ̂◦ = Ψ◦(V,N,H, Φ̂, S, M̂, Fτ) : Φ̃◦
1\|Φ̂| → 22

V ∗

.

(b) Let κ : {1, 2, . . . , M̂ + 1} → {1, 2, . . . ,M + 1} denote the composition

mapping IιÎ−1, where ι : Φ̃◦
1\|Φ̂| → Φ̃◦

1 denotes the inclusion mapping.

The mapping κ is injective and preserves the order. κ(M̂+1) =M+1.

(c) For any Γ ∈ Φ̃◦
1\|Φ̂|, Ψ̂(Γ)/Γ = (Ψ(Γ)/Γ)\|Φ̂| and |Ψ̂(Γ)/Γ|◦ = |Ψ(Γ)/Γ|◦∩

|Φ̂|.
For any Γ ∈ Φ̃◦

1−(Φ̃◦
1\|Φ̂|), (Ψ(Γ)/Γ)\|Φ̂| = ∅ and |Ψ(Γ)/Γ|◦∩|Φ̂| = ∅.

(d) For any Γ ∈ Φ̃◦
1\|Φ̂|, Ψ̂◦(Γ) = Ψ◦(Γ)\|Φ̂| and |Ψ̂◦(Γ)|◦ = |Ψ◦(Γ)|◦∩|Φ̂|.

For any Γ ∈ Φ̃◦
1 − (Φ̃◦

1\|Φ̂|), Ψ◦(Γ)\|Φ̂| = ∅ and |Ψ◦(Γ)|◦ ∩ |Φ̂| = ∅.
(12) Consider any Γ ∈ Φ̃◦

1.
If Θ ∈ Ψ(Γ)/Γ, ∆ ∈ Φ and Θ ⊂ ∆, then H ⊂ ∆, and Γ ⊂ ∆.
If Θ ∈ Ψ◦(Γ), ∆ ∈ Φ/H and Θ ⊂ ∆, then Γ ⊂ ∆.
If Θ ∈ Ψ◦(Γ) and Θ ⊂ |Φ − (Φ/H)|, then Γ 6⊂ Θ, Θ + H ∈ Φ/H and

bΓ/N∗ − bH/N∗ ∈ N∗ ∩ vect(Θ).
If Θ ∈ Ψ◦(Γ), then Θ+ Γ ∈ Ψ◦(Γ)/Γ.

Below, we consider the case height(H,Φ, S) > 0. Assume height(H,Φ, S) > 0.
The characteristic function γ : (Φ − (Φ/H))1 → Q0 of (H,Φ, S) is defined. Let

m =
∑

Ē∈(Φ−(Φ/H))1
⌈γ(Ē)⌉ ∈ Z+ and m̄ =

∑
Ē∈(Φ−(Φ/H))1

⌊γ(Ē)⌋ ∈ Z0. We know

m̄ ≤ m ≤M .
We take the unique pair (E,M) of a compatible mapping E : {1, 2, . . . ,m} →

(Φ − (Φ/H))1 with S and a mapping M : {m̄, m̄+ 1, . . . ,m + 1} → Z+ satisfying
the following three conditions. We denote

FE = F (V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m} → 2V
∗

HE = H(V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m+ 1} → 2V
∗

, and

ΩE = Ω(V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m+ 1} → 22
V ∗

.

(a) F (j) = FE(j) for any j ∈ {1, 2, . . . ,m}.
(b) M(m̄) = m, M(m + 1) = M and M(i − 1) ≤ M(i) for any i ∈ {m̄ +

1, m̄+ 2, . . . ,m+ 1}.
(c) F (j) ⊂ |ΩE(i)| and F (j) 6⊂ |ΩE(i) − (ΩE(i)/HE(i))| for any i ∈ {m̄ +

1, m̄+ 2, . . . ,m+ 1} and any j ∈ {M(i− 1) + 1,M(i− 1) + 2, . . . ,M(i)}.
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For any i ∈ {0, 1, . . . , m̄ − 1}, we put M(i) = m. We obtain an extension
M : {0, 1, . . . ,m + 1} → Z+ of M : {m̄, m̄ + 1, . . . ,m + 1} → Z+. For any
i ∈ {1, 2, . . . ,m+1}, we denote Φ̄(i) = (Φ∗F (1)∗F (2)∗ · · · ∗F (M(i−1)))\|ΩE(i)|,
and we take the mapping F̄ (i) : {1, 2, . . . ,M(i) − M(i − 1)} → 2V

∗

satisfying
F̄ (i)(j) = F (M(i − 1) + j) for any j ∈ {1, 2, . . . ,M(i) − M(i − 1)}. We know
(HE(i), Φ̄(i)) ∈ SF(V,N, S), |Φ̄(i)| = |ΩE(i)|, |Φ̄(i) − (Φ̄(i)/HE(i))| = |ΩE(i) −
(ΩE(i)/HE(i))|, height(HE(i), Φ̄(i), S) < height(H,Φ, S), (M(i)−M(i−1), F̄(i)) ∈
USD(HE(i), Φ̄(i), S), and Φ̄(i)∗ F̄(1)∗ F̄ (2)∗ · · ·∗ F̄ (M(i)−M(i− 1)) = Φ̃\|ΩE(i)|
for any i ∈ {1, 2, . . . ,m+ 1}. We denote

GE = G(V ∗, N∗, H,Φ,m,E) : {1, 2, . . . ,m} → 2V
∗

.

For any i ∈ {0, 1, . . . ,m+1}, we put L(i) = i+M(i)−m. We obtain a mapping
L : {0, 1, . . . ,m+ 1} → Z0.

(13) L(0) = 0. L(m + 1) = M + 1. L(i − 1) < L(i) and L(i) − L(i − 1) =
M(i) − M(i − 1) + 1 for any i ∈ {1, 2, . . . ,m + 1}. L(i) = i for any
i ∈ {0, 1, . . . , m̄}.

(14) For any i ∈ {1, 2, . . . ,m + 1}, HE(i) ∈ Φ̃◦
1 and I(HE(i)) = L(i). For any

i ∈ {1, 2, . . . , m̄}, I(HE(i)) = i.

(15) Consider any Γ ∈ Φ̃◦
1 and any i ∈ {1, 2, . . . ,m + 1}. Γ ⊂ |ΩE(i)| and

Γ 6⊂ |ΩE(i) − (ΩE(i)/HE(i))| ⇔ L(i − 1) < I(Γ) ≤ L(i) ⇔ |Ψ(Γ)| ⊂
|ΩE(i)| ⇔ |Ψ◦(Γ)|◦ ⊂ |ΩE(i)|.

(16) If Γ ∈ Φ̃◦
1, i ∈ {1, 2, . . . ,m+1}, Γ ⊂ |ΩE(i)| and Γ 6⊂ |ΩE(i)−(ΩE(i)/HE(i))|,

then I(Γ) = L(i − 1) + I(V,N,HE(i), Φ̄(i), S,M(i) −M(i − 1), F̄ (i))(Γ),
and Ψ(Γ) = Ψ(V,N,HE(i), Φ̄(i), S,M(i)−M(i− 1), F̄ (i))(Γ).

(17) If Γ ∈ Φ̃◦
1, i ∈ {1, 2, . . . ,m}, Γ ⊂ |ΩE(i)| and Γ 6⊂ |ΩE(i)− (ΩE(i)/HE(i))|,

then Ψ◦(Γ) = {Θ ∈ Ψ◦(V,N,HE(i), Φ̄(i), S,M(i)−M(i−1), F̄(i))(Γ)|Θ◦ ⊂
|ΩE/GE(i)|◦}.

If Γ ∈ Φ̃◦
1, Γ ⊂ |ΩE(m+1)| and Γ 6⊂ |ΩE(m+1)− (ΩE(m+1)/HE(m+

1))|, then Ψ◦(Γ) = Ψ◦(V,N,HE(m+1), Φ̄(m+1), S,M(m+1)−M(m), F̄(m+
1))(Γ).

(18) For any i ∈ {1, 2, . . . ,m}, Ψ◦(HE(i)) = {Θ ∈ Ψ(HE(i))|Θ◦ ⊂ |ΩE/GE(i)|◦},
and Ψ(HE(i)) = ((Φ̃\|ΩE(i)|)/HE(i))

fc.

Ψ◦(HE(m+ 1)) = Ψ(HE(m+ 1)) = (Φ̃/H)fc.

(19) Consider any Γ ∈ Φ̃◦
1 and any i ∈ {1, 2, . . . ,m + 1} satisfying Γ ⊂ |ΩE(i)|

and Γ 6⊂ |ΩE(i)− (ΩE(i)/HE(i))|.
If Θ ∈ Ψ(Γ)/Γ, ∆ ∈ Φ and Θ ⊂ ∆, then HE(i) ⊂ ∆.
If Θ ∈ Ψ◦(Γ), ∆ ∈ Φ/H and Θ ⊂ ∆, then HE(i) ⊂ ∆.

Theorem 17.3. Assume SF(V,N, S) 6= ∅. Consider any (H,Φ) ∈ SF(V,N, S)

and any (M,F ) ∈ USD(H,Φ, S). We denote Φ̃ = Φ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (M),

Φ̃◦
1 = {Γ ∈ Φ̃1|Γ 6⊂ |Φ− (Φ/H)|} and

Ψ◦ = Ψ◦(V,N,H,Φ, S,M, F ) : Φ̃◦
1 → 22

V ∗

.

Consider any Θ ∈ Φ̃ with Θ 6⊂ |Φ− (Φ/H)|.
(1) There exists uniquely an element Λ ∈ Σ(S|V )∩̂Φ satisfying Θ◦ ⊂ Λ◦.
(2) There exists uniquely an element ∆ ∈ Φ satisfying Θ◦ ⊂ ∆◦.
(3) There exists uniquely an element A ∈ F(S + (Θ∨|V ∗)) satisfying ∆(A,S +

(Θ∨|V ∗)|V ) = Θ.
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(4) There exists uniquely an element Γ ∈ Φ̃◦
1 satisfying Θ ∈ Ψ◦(Γ).

We take the unique element Λ ∈ Σ(S|V )∩̂Φ satisfying Θ◦ ⊂ Λ◦, the unique
element ∆ ∈ Φ satisfying Θ◦ ⊂ ∆◦, the unique element A ∈ F(S + (Θ∨|V ∗))

satisfying ∆(A,S + (Θ∨|V ∗)|V ) = Θ and the unique element Γ ∈ Φ̃◦
1 satisfying

Θ ∈ Ψ◦(Γ).

(5) Θ◦ ⊂ Λ◦ ⊂ ∆◦. ∆ ∈ Φ/H. dimΛ = dim∆ or dimΛ = dim∆− 1. Γ ⊂ ∆.
(6) dimA = dimV −dimΘ. S+(∆∨|V ∗) ⊂ S+(Θ∨|V ∗). A∩(S+(∆∨|V ∗)) ∈

F(S + (∆∨|V ∗)). ∆(A ∩ (S + (∆∨|V ∗)), S + (∆∨|V ∗)|V ) = Λ.
(7) If dimΛ = dim∆, then 〈ω, a〉 = 〈ω, b〉 for any ω ∈ vect(∆), any a ∈

A ∩ (S + (∆∨|V ∗)), and any b ∈ A ∩ (S + (∆∨|V ∗)).

(8) If dimΛ = dim∆−1, then height(H,S+(∆∨|V ∗)) > 0 and Γ ∈ Φ̃1 satisfies
the following five conditions:

(a) Γ ⊂ ∆. Γ 6⊂ vect(Λ). Γ 6⊂ Λ. Γ 6⊂ Θ. Θ+ Γ ∈ Ψ◦(Γ)/Γ ⊂ Φ̃.
(b) vect(Λ) + Γ = vect(Λ) +H.
(c) The subset {〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))} of R is a non-empty

bounded closed interval.
(d) [The hard height inequality]

max{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))}
−min{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))}

≤ height(H,S + (∆∨|V ∗)).

(e) The equality

max{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))}
−min{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))}

= height(H,S + (∆∨|V ∗)),

holds, if and only if, c(S+(∆∨|V ∗)) = 2 and the structure constant of
Σ(S|V )∩̂F(∆) corresponding to the pair (2, Ē) is an integer for any
Ē ∈ F(∆)1 − {H}.

(9) If dimΛ = dim∆ − 1 and the equivalent conditions in 8.(e) are satisfied,
then Θ = Λ and Γ = H.

Below we consider any rational convex pseudo polytopes T and U over N in V
satisfying T + U = S.

(10) Σ(T |V )∩̂Σ(U |V ) = Σ(S|V ). (H,Φ) ∈ SF(V,N, T ). (H,Φ) ∈ SF(V,N,U).
(11) If dimΛ = dim∆ − 1, then Λ ∈ Σ(T + (∆∨|V ∗)|V )1 or Λ ∈ Σ(U +

(∆∨|V ∗)|V )1.
(12) Assume dimΛ = dim∆− 1 and Λ ∈ Σ(T + (∆∨|V ∗)|V )1.

height(H,T + (∆∨|V ∗)) > 0. There exists uniquely an element AT ∈
F(T + (∆∨|V ∗)) satisfying ∆(AT , T + (∆∨|V ∗)|V ) = Λ.

We take the unique element AT ∈ F(T +(∆∨|V ∗)) satisfying ∆(AT , T +

(∆∨|V ∗)|V ) = Λ. The element Γ ∈ Φ̃◦
1 satisfies the following three condi-

tions:
(a) The subset {〈bΓ/N∗ , a〉|a ∈ AT } of R is a non-empty bounded closed

interval.
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(b) [The hard height inequality]

max{〈bΓ/N∗ , a〉|a ∈ AT }
−min{〈bΓ/N∗ , a〉|a ∈ AT }

≤ height(H,T + (∆∨|V ∗)).

(c) Let rU = c(U + (∆∨|V ∗)) ∈ Z+. If max{〈bΓ/N∗ , a〉|a ∈ AT } −
min{〈bΓ/N∗ ,
a〉|a ∈ AT } = height(H,T + (∆∨|V ∗)) and the structure constant of
Σ(U+(∆∨|V ∗)|V ) corresponding to the pair (i, Ē) is an integer for any
i ∈ {1, 2, . . . , rU} and any Ē ∈ F(Hop|∆)1, then c(T + (∆∨|V ∗)) = 2,
the structure constant of Σ(T + (∆∨|V ∗)|V ) corresponding to the pair
(2, Ē) is an integer for any Ē ∈ F(Hop|∆)1 and Θ = Λ.

Proof. We show only claim 8 and 9.
Assume SF(V,N, S) 6= ∅. Consider any (H,Φ) ∈ SF(V,N, S) and any (M,F ) ∈

USD(H,Φ, S). We denote Φ̃ = Φ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (M), Φ̃◦
1 = {Γ ∈ Φ̃1|Γ 6⊂

|Φ− (Φ/H)|} and Ψ◦ = Ψ◦(V,N,H,Φ, S,M, F ) : Φ̃◦
1 → 22

V ∗

.

Consider any Θ ∈ Φ̃ satisfying Θ 6⊂ |Φ− (Φ/H)|.
We take the unique element Λ ∈ Σ(S|V )∩̂Φ satisfying Θ◦ ⊂ Λ◦, the unique

element ∆ ∈ Φ satisfying Θ◦ ⊂ ∆◦, the unique element A ∈ F(S + (Θ∨|V ∗))

satisfying ∆(A,S + (Θ∨|V ∗)|V ) = Θ and the unique element Γ ∈ Φ̃◦
1 satisfying

Θ ∈ Ψ◦(Γ).
By 5 and 6 we know that Θ◦ ⊂ Λ◦ ⊂ ∆◦, ∆ ∈ Φ/H , dimΛ = dim∆ or

dimΛ = dim∆− 1, Γ ⊂ ∆, dimA = dimV − dimΘ, S + (∆∨|V ∗) ⊂ S + (Θ∨|V ∗),
A∩(S+(∆∨|V ∗)) ∈ F(S+(∆∨|V ∗)), and ∆(A∩(S+(∆∨ |V ∗)), S+(∆∨|V ∗)|V ) = Λ.

Furthermore, assume dimΛ = dim∆− 1.
Note that H ∈ F(∆)1 and Σ(S + (∆∨|V ∗)|V ) is H-simple, since ∆ ∈ Φ/H . Let

Σ̄(S + (∆∨|V ∗)|V )1 = {Λ̄ ∈ Σ(S + (∆∨|V ∗)|V )1|Λ̄◦ ⊂ ∆◦} ∪ {Hop|∆} denote the
H-skeleton of Σ(S + (∆∨|V ∗)|V ). We know Λ ∈ Σ̄(S + (∆∨|V ∗)|V )1, Λ 6= Hop|∆,
c(S + (∆∨|V ∗)) = ♯Σ̄(S + (∆∨|V ∗)|V )1 ≥ 2, and height(H,S + (∆∨|V ∗)) > 0.

We consider the H-order on Σ(S + (∆∨|V ∗)|V )0. Let Λ̂ : {1, 2, . . . , c(S +
(∆∨|V ∗))} → Σ(S + (∆∨|V ∗)|V )0 denote the unique bijective mapping preserv-

ing the H-order. Let ℓ = dimvect(∆)∨|V ∗ ∈ Z0 and let Â : {1, 2, . . . , c(S +

(∆∨|V ∗))} → F(S+(∆∨))ℓ denote the unique bijective mapping satisfying ∆(Â(i),

S + (∆∨|V ∗)|V ) = Λ̂(i) for any i ∈ {1, 2, . . . , c(S + (∆∨|V ∗))}. For any i ∈
{1, 2, . . . , c(S + (∆∨|V ∗))}, we take any point â(i) ∈ Â(i).

We consider the H-order on Σ̄(S + (∆∨|V ∗)|V )1. Let ˆ̄Λ : {1, 2, . . . , c(S +
(∆∨|V ∗))} → Σ̄(S + (∆∨|V ∗)|V )1 denote the unique bijective mapping preserv-
ing the H-order. We take the unique element iΛ ∈ {2, 3, . . . , c(S + (∆∨|V ∗))}
satisfying ˆ̄Λ(iΛ) = Λ.

Now, by 5 we know Γ ⊂ ∆.

By Lemma 17.2.12 we know Θ + Γ ∈ Ψ◦(Γ)/Γ ⊂ Ψ◦(Γ) ⊂ Φ̃.

Since ∆(A ∩ (S + (∆∨|V ∗)), S + (∆∨|V ∗)|V ) = Λ = ˆ̄Λ(iΛ) = Λ̂(iΛ) ∩ Λ̂(iΛ − 1)

and Λ◦ ⊂ ∆◦, we know that A ∩ (S + (∆∨|V ∗)) = conv(Â(iΛ) ∪ Â(iΛ − 1)) =
conv({â(iΛ), â(iΛ− 1)})+ (vect(∆)∨|V ∗). Therefore, if vect(Λ)+Γ = vect(Λ)+H ,
then 〈bΓ/N∗ , â(iΛ)〉 < 〈bΓ/N∗ , â(iΛ − 1)〉, {〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))} =
{t ∈ R|〈bΓ/N∗ , â(iΛ)〉 ≤ t ≤ 〈bΓ/N∗ , â(iΛ − 1)〉}, and the subset {〈bΓ/N∗ , a〉|a ∈
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A ∩ (S + (∆∨|V ∗)) of R is a non-empty bounded closed interval. If Γ ⊂ vect(Λ),
then 〈bΓ/N∗ , â(iΛ)〉 = 〈bΓ/N∗ , â(iΛ − 1)〉, {〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))} =
{〈bΓ/N∗ , â(iΛ)〉}, and the subset {〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗)) of R is a non-
empty bounded closed interval. If Γ 6⊂ vect(Λ) and vect(Λ) + Γ 6= vect(Λ) + H ,
then 〈bΓ/N∗ , â(iΛ)〉 > 〈bΓ/N∗ , â(iΛ − 1)〉, {〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))} =
{t ∈ R|〈bΓ/N∗ , â(iΛ)〉 ≥ t ≥ 〈bΓ/N∗ , â(iΛ − 1)〉}, and the subset {〈bΓ/N∗ , a〉|a ∈
A ∩ (S + (∆∨|V ∗)) of R is a non-empty bounded closed interval.

We know that the subset {〈bΓ/N∗ , a〉|a ∈ A∩ (S +(∆∨|V ∗)) of R is a non-empty
bounded closed interval.

Let M̂ = ♯{i ∈ {1, 2, . . . ,M}|F (i) ⊂ ∆} ∈ Z0. We take the unique injective

mapping τ : {1, 2, . . . , M̂} → {1, 2, . . . ,M} preserving the order and satisfying

τ({1, 2, . . . , M̂}) = {i ∈ {1, 2, . . . ,M}|F (i) ⊂ ∆}. By Therem 17.1.6 we know

that (H,F(∆)) ∈ SF(V,N, S), (M̂, Fτ) ∈ USD(H,F(∆), S), and Φ̃\∆ = F(∆) ∗
Fτ(1) ∗ Fτ(2) ∗ · · · ∗ Fτ(M̂ ).

We denote F̃(∆) = F(∆)∗Fτ(1)∗Fτ(2)∗· · ·∗Fτ(M̂), F̃(∆)◦1 = {Γ̄ ∈ F̃(∆)1|Γ̄ 6⊂
Hop|∆} and Ψ̂◦ = Ψ◦(V,N,H,F(∆), S, M̂ , Fτ) : F̃(∆)◦1 → 22

V ∗

.
Since Γ ⊂ ∆, Γ ∈ F̃(∆)◦1 and Ψ̂◦(Γ) = Ψ◦(Γ)\∆. Since Θ ⊂ ∆, Θ ∈ Ψ̂◦(Γ).
For any j ∈ {1, 2, . . . , c(S + (∆∨|V ∗))} and any Ē ∈ F(Hop|∆)1, we denote

the structure constant of Σ(S + (∆∨|V ∗)|V ) corresponding to the pair (j, Ē) by
c(Σ(S + (∆∨|V ∗)|V ), j, Ē).

Let m̂ =
∑
Ē∈F(Hop|∆)1

⌈c(Σ(S + (∆∨|V ∗)|V ), 2, Ē)⌉ ∈ Z+ and

ˆ̄m =
∑

Ē∈F(Hop|∆)1
⌊c(Σ(S+(∆∨|V ∗)|V ), 2, Ē)⌋ ∈ Z0. We know that ˆ̄m ≤ m̂ ≤ M̂ .

We take the unique pair (Ê, M̂) of a compatible mapping Ê : {1, 2, . . . , m̂} →
F(Hop|∆)1 with S and a mapping M̂ : { ˆ̄m, ˆ̄m+ 1, . . . , m̂+ 1} → Z+ satisfying the
following three conditions. We denote

FÊ = F (V ∗, N∗, H,F(∆), m̂, Ê) : {1, 2, . . . , m̂} → 2V
∗

HÊ = H(V ∗, N∗, H,F(∆), m̂, Ê) : {1, 2, . . . , m̂+ 1} → 2V
∗

, and

ΩÊ = Ω(V ∗, N∗, H,F(∆), m̂, Ê) : {1, 2, . . . , ˆm+ 1} → 22
V ∗

.

(a) Fτ(j) = FÊ(j) for any j ∈ {1, 2, . . . , m̂}.
(b) M̂( ˆ̄m) = m̂, M̂(m̂+1) = M̂ and M̂(i−1) ≤ M̂(i) for any i ∈ { ˆ̄m+1, ˆ̄m+

2, . . . , m̂+ 1}.
(c) Fτ(j) ⊂ |ΩÊ(i)| and Fτ(j) 6⊂ |ΩÊ(i) − (ΩÊ(i)/HÊ(i))| for any i ∈ { ˆ̄m+

1, ˆ̄m+ 2, . . . , m̂+ 1} and any j ∈ {M̂(i− 1) + 1, M̂(i− 1) + 2, . . . , M̂(i)}.
For any i ∈ {1, 2, . . . , m̂ + 1}, we denote ∆̂(i) = |ΩÊ(i)| ⊂ ∆ and ˆ̄∆(i) =

HÊ(i)
op|∆̂(i) ⊂ ∆̂(i). For any i ∈ {0, 1, . . . , ˆ̄m − 1} we put M̂(i) = m̂. For any

i ∈ {1, 2, . . . , m̂+1}, let Φ̄(i) = F(∆)∗Fτ(1)∗Fτ(2)∗· · ·∗Fτ(M̂(i−1))\∆̂(i) and let

F̄ (i) : {1, 2, . . . , M̂(i)− M̂(i − 1)} → 2V
∗

denote the mapping satisfying F̄ (i)(j) =

Fτ(M̂(i−1)+j) for any j ∈ {1, 2, . . . , M̂(i)−M̂(i−1)}. Note that we have |Φ̄(i)| =
∆̂(i), (HÊ(i), Φ̄(i)) ∈ SF(V,N, S), (M̂(i)−M̂(i−1), F̄ (i)) ∈ USD(HÊ(i), Φ̄(i), S),

height(HÊ(i), Φ̄(i), S) = height(HÊ(i), S + (∆̂(i)∨|V ∗)) < height(H,S + (∆∨|V ∗))
for any i ∈ {1, 2, . . . , m̂+ 1} by Theorem 17.1.10.

There exists uniquely iΓ ∈ {1, 2, . . . , m̂+1} satisfying Γ ⊂ ∆̂(iΓ) and Γ 6⊂ ˆ̄∆(iΓ).

We take the unique iΓ ∈ {1, 2, . . . , m̂+ 1} satisfying Γ ⊂ ∆̂(iΓ) and Γ 6⊂ ˆ̄∆(iΓ).
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By Lemma 17.2.17 we know Θ ∈ Ψ̂◦(Γ) ⊂ Ψ◦(V,N,HÊ(iΓ), Φ̄(iΓ), S, M̂(iΓ) −
M̂(iΓ − i), F̄ (iΓ))(Γ), and Θ ⊂ |Ψ̂◦(Γ)| ⊂ |Ψ◦(V,N,HÊ(iΓ), Φ̄(iΓ), S, M̂(iΓ) −
M̂(iΓ − i), F̄ (iΓ))(Γ)| ⊂ |Φ̄(iΓ)| = ∆̂(iΓ). Consider the case iΓ = m̂ + 1. Θ◦ ⊂
∆̂(iΓ) ∩∆◦ = ∆̂(iΓ)

◦ ∪ ˆ̄∆(iΓ)
◦. Consider the case iΓ 6= m̂+ 1. We denote

GÊ = G(V ∗, N∗, H,F(∆), m̂, Ê) : {1, 2, . . . , m̂} → 2V
∗

.

By Lemma 17.2.17 Θ◦ ⊂ |F(∆̂(iΓ))/GÊ(iΓ)|◦ = ∆̂(iΓ)− (GÊ(iΓ)
op|∆(iΓ)). There-

fore, Θ◦ ⊂ (∆̂(iΓ)− (GÊ(iΓ)
op|∆(iΓ))) ∩∆◦ = ∆̂(iΓ)

◦ ∪ ˆ̄∆(iΓ)
◦.

We know Θ◦ ⊂ ∆̂(iΓ)
◦ ∪ ˆ̄∆(iΓ)

◦.

Since Θ ∈ F̃(∆), {∆̂(iΓ),
ˆ̄∆(iΓ)} ⊂ F(∆)∗Fτ(1)∗Fτ(2)∗· · · ∗Fτ(m̂), and F̃(∆)

is a subdivision of F(∆) ∗ Fτ(1) ∗ Fτ(2) ∗ · · · ∗ Fτ(m̂), we know that Θ◦ ⊂ ∆̂(iΓ)
◦

or Θ◦ ⊂ ˆ̄∆(iΓ)
◦.

We take the unique element ∆0 ∈ Φ̄(iΓ)/HÊ(iΓ) satisfying Θ◦ ⊂ ∆◦
0∪ (HÊ(iΓ)

op

|∆0)
◦. Θ◦ ⊂ ∆̂(iΓ)

◦, if and only if, Θ◦ ⊂ ∆◦
0. Θ◦ ⊂ ˆ̄∆(iΓ)

◦, if and only if,
Θ◦ ⊂ (HÊ(iΓ)

op|∆0)
◦.

Since Θ ∈ Ψ◦(V,N,HÊ(iΓ), Φ̄(iΓ), S, M̂(iΓ)− M̂(iΓ − i), F̄ (iΓ))(Γ) and Θ ⊂ ∆0,
we know Γ ⊂ ∆0. height(HÊ(iΓ), S + (∆∨

0 |V ∗)) ≤ height(HÊ(iΓ), Φ̄(iΓ), S) <
height(H,S + (∆∨|V ∗)). Λ ∩∆0 ∈ Σ(S|V )∩̂Φ∩̂Φ̄(iΓ) = Σ(S|V )∩̂Φ̄(iΓ). ∅ 6= Θ◦ ⊂
Λ ∩ (∆̂(iΓ)

◦ ∪ ˆ̄∆(iΓ)
◦). Θ ⊂ Λ ∩∆0.

Let ŝ = s(V ∗, N∗, H,F(∆), m̂, Ê) : {0, 1, . . . , m̂} × F(Hop|∆)1 → Z0.
Assume that iΓ 6= m̂ + 1. By Theorem 16.1.15 we know m̂ − ˆ̄m ≥ 1, iΓ ∈

{ ˆ̄m + 1, ˆ̄m + 2, . . . , m̂}, since Λ ∩ (∆̂(iΓ)
◦ ∪ ˆ̄∆(iΓ)

◦) 6= ∅. Since Λ = ˆ̄Λ(iΛ) and

Λ ∩ (∆̂(iΓ)
◦ ∪ ˆ̄∆(iΓ)

◦) 6= ∅, we know c(Σ(S + (∆∨|V ∗)|V ), iΛ, Ê(iΓ)) < ⌈c(Σ(S +

(∆∨|V ∗)|V ), 2, Ê(iΓ))⌉ = ŝ(iΓ, Ê(iΓ)) by Theorem 16.1.17.
It follows that if iΓ 6= m̂ + 1, then HÊ(iΓ) 6⊂ vect(Λ) and vect(Λ) + HÊ(iΓ) =

vect(Λ) + H . Obviously, if iΓ = m̂ + 1, then HÊ(iΓ) = H , HÊ(iΓ) 6⊂ vect(Λ)
and vect(Λ) + HÊ(iΓ) = vect(Λ) + H . We know that HÊ(iΓ) 6⊂ vect(Λ) and
vect(Λ) + HÊ(iΓ) = vect(Λ) + H . Furthermore, it follows that dimΛ ∩ ∆0 ≤
dim∆0 − 1.

We have two cases.

(1) Θ◦ ⊂ ∆̂(iΓ)
◦.

(2) Θ◦ ⊂ ˆ̄∆(iΓ)
◦.

We consider the case Θ◦ ⊂ ∆̂(iΓ)
◦. Θ◦ ⊂ ∆◦

0. Λ ∩ ∆0 ∈ Σ(S|V )∩̂F(∆0).
Θ◦ ⊂ Λ◦ ∩ ∆◦

0 = (Λ ∩ ∆0)
◦, ∅ 6= Θ◦ ⊂ (Λ ∩ ∆0)

◦ ∩ ∆◦
0. Since Σ(S|V )∩̂F(∆0) is

HÊ(iΓ)-simple, we know dim(Λ ∩ ∆0) ≥ dim∆0 − 1, dim(Λ ∩ ∆0) = dim∆0 − 1
and vect(Λ ∩∆0) = vect(Λ) ∩ vect(∆0).

Since height(HÊ(iΓ), S + (∆∨
0 |V ∗)) < height(H,S + (∆∨|V ∗), by induction on

height we know that the following claims hold:

(a) Γ ⊂ ∆0. Γ 6⊂ vect(Λ ∩∆0).
(b) vect(Λ ∩∆0) + Γ = vect(Λ ∩∆0) +HÊ(iΓ).
(c) The subset {〈bΓ/N∗ , a〉|a ∈ A∩(S+(∆∨

0 |V ∗))} ofR is a non-empty bounded
closed interval.
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(d)

max{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨
0 |V ∗))}

−min{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨
0 |V ∗))}

≤ height(HÊ(iΓ), S + (∆∨
0 |V ∗))

Since Γ ⊂ ∆0 ⊂ vect(∆0) and Γ 6⊂ vect(Λ ∩∆0) = vect(Λ) ∩ vect(∆0), we know
Γ 6⊂ vect(Λ). Since Θ ⊂ Λ ⊂ vect(Λ), we know Γ 6⊂ Λ and Γ 6⊂ Θ.

Note that Λ = vect(Λ) ∩ ∆. Since HÊ(iΓ) 6⊂ Λ and HÊ(iΓ) ⊂ ∆, we know
HÊ(iΓ) 6⊂ vect(Λ). Since vect(Λ ∩∆0) + Γ = vect(Λ ∩∆0) +HÊ(iΓ) and vect(Λ ∩
∆0) ⊂ vect(Λ), we know vect(Λ) + Γ = vect(Λ) +HÊ(iΓ) = vect(Λ) +H .

Since ∆0 ⊂ ∆, we know that A ∩ (S + (∆∨|V ∗) ⊂ A ∩ (S + (∆∨
0 |V ∗),

max{〈bΓ/N∗ , a〉|a ∈ A∩ (S+(∆∨|V ∗))} ≤ max{〈bΓ/N∗ , a〉|a ∈ A∩ (S+(∆∨
0 |V ∗))},

min{〈bΓ/N∗ , a〉|a ∈ A∩ (S +(∆∨|V ∗))} ≥ min{〈bΓ/N∗ , a〉|a ∈ A∩ (S +(∆∨
0 |V ∗))},

max{〈bΓ/N∗ , a〉|a ∈ A∩ (S+(∆∨|V ∗))}−min{〈bΓ/N∗ , a〉|a ∈ A∩ (S+(∆∨|V ∗))} ≤
max{〈bΓ/N∗ , a〉|a ∈ A∩ (S+(∆∨

0 |V ∗))}−min{〈bΓ/N∗ , a〉|a ∈ A∩ (S+(∆∨
0 |V ∗))} ≤

height(HÊ(iΓ), S + (∆∨
0 |V ∗)) < height(H,S + (∆∨|V ∗)), and

max{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))}
−min{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))}

< height(H,S + (∆∨|V ∗))

We consider the case Θ◦ ⊂ ˆ̄∆(iΓ)
◦.

Θ ∈ Φ̃\ ˆ̄∆(iΓ) = (Φ̃\∆̂(iΓ))\ ˆ̄∆(iΓ) = (Φ̄(iΓ)∗F̄ (iΓ)(2)∗F̄ (iΓ)(1)∗· · ·∗F̄ (iΓ)(M̂(iΓ)−
M̂(iΓ − 1)))\ ˆ̄∆(iΓ) = Φ̄(iΓ)− (Φ̄(iΓ)/HÊ(iΓ)) and we know Θ +HÊ(iΓ) ∈ Φ̄(iΓ).

Since Θ = HÊ(iΓ)
op|(Θ + HÊ(iΓ)), we know ∆0 = Θ + HÊ(iΓ) and dimΘ =

dim∆0 − 1.
Since Θ ⊂ Λ ∩∆0, dim∆0 − 1 = dimΘ ≤ dimΛ ∩∆0 ≤ dim∆0 − 1, dimΘ =

dimΛ∩∆0 = dim∆0−1, vect(Θ) = vect(Λ∩∆0) and Λ∩∆0 ⊂ vect(Λ∩∆0)∩∆0 =
vect(Θ) ∩∆0 = vect(Θ) ∩ (Θ +HÊ(iΓ)) = Θ. We know Θ = Λ ∩∆0.

Since Γ 6⊂ ˆ̄∆(iΓ) and Θ ⊂ ˆ̄∆(iΓ), we know Γ 6⊂ Θ. Since Γ 6⊂ Θ = Λ ∩ ∆0

and Γ ⊂ ∆0, we know Γ 6⊂ Λ. Since Γ 6⊂ Λ = vect(Λ) ∩ ∆ and Γ ⊂ ∆, we know
Γ 6⊂ vect(Λ).

Since Γ◦ ∪ HÊ(iΓ)
◦ ⊂ ∆0 − (HÊ(iΓ)

op|∆0), we know vect(Λ) + Γ = vect(Λ) +
HÊ(iΓ) = vect(Λ) +H .

We know vect(Λ) + Γ = vect(Λ) + H , 〈bΓ/N∗ , â(iΛ)〉 < 〈bΓ/N∗ , â(iΛ − 1)〉,
{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))} = {t ∈ R|〈bΓ/N∗ , â(iΛ)〉 ≤ t ≤ 〈bΓ/N∗ , â(iΛ −
1)〉}, and max{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))} − min{〈bΓ/N∗ , a〉|a ∈ A ∩ (S +
(∆∨|V ∗))} = 〈bΓ/N∗ , â(iΛ − 1)〉 − 〈bΓ/N∗ , â(iΛ)〉.

By Lemma 17.2.12 we know bHÊ(iΓ)/N∗ − bΓ/N∗ ∈ N∗ ∩ vect(Θ) ⊂ vect(Λ) =

vect(ˆ̄Λ(iΛ)). Since {â(iΛ−1), â(iΛ)} ⊂ conv(Â(iΛ−1)∪Â(iΛ)) ∈ F(S+(∆∨|V ∗))ℓ+1

and ∆(conv(Â(iΛ − 1) ∪ Â(iΛ)), S + (∆∨|V ∗)|V ) = ˆ̄Λ(iΛ), we know 〈bHÊ(iΓ)/N∗ −
bΓ/N∗ , â(iΛ − 1)〉 = 〈bHÊ(iΓ)/N∗ − bΓ/N∗ , â(iΛ)〉. We know 〈bΓ/N∗ , â(iΛ − 1)〉 −
〈bΓ/N∗ , â(iΛ)〉 = 〈bHÊ(iΓ)/N∗ , â(iΛ − 1)〉 − 〈bHÊ(iΓ)/N∗ , â(iΛ)〉.

We have two cases.

(1) Λ 6= ˆ̄∆(iΓ).

(2) Λ = ˆ̄∆(iΓ).
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Consider the case Λ 6= ˆ̄∆(iΓ).

Since ˆ̄Λ(iΛ) = Λ 6= ˆ̄∆(iΓ) = HÊ(iΓ)
op|∆̂(iΓ), we know Λ̂(iΛ)∩∆̂(iΓ)

◦ 6= ∅, Λ̂(iΛ−
1)∩∆̂(iΓ)

◦ 6= ∅, {Â(iΓ), Â(iΓ−1)} ⊂ F(S+(∆̂(iΓ)
∨|V ∗))ℓ, and 〈bHÊ(iΓ)/N∗ , â(iΛ−

1)〉 − 〈bHÊ(iΓ)/N∗ , â(iΛ)〉 ≤ height(HÊ(iΓ), S + (∆̂(iΓ)
∨|V ∗)) < height(H,S + (∆∨|

V ∗)).
We know that max{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))} − min{〈bΓ/N∗ , a〉|a ∈

A ∩ (S + (∆∨|V ∗))} < height(H,S + (∆∨|V ∗)).

Consider the case Λ = ˆ̄∆(iΓ).
If iΓ = m̂+1, thenHÊ(iΓ) = H and 〈bHÊ(iΓ)/N∗ , â(iΛ−1)〉−〈bHÊ(iΓ)/N∗ , â(iΛ)〉 =

〈bH/N∗ , â(iΛ − 1)〉 − 〈bH/N∗ , â(iΛ)〉.
We consider the case iΓ 6= m̂ + 1. bHÊ(iΓ)/N∗ − bH/N∗ = bGÊ(iΓ)/N∗ ∈ ˆ̄∆(iΓ) =

Λ = ˆ̄Λ(iΛ). Therefore, 〈bHÊ(iΓ)/N∗−bH/N∗ , â(iΛ−1)〉 = 〈bHÊ(iΓ)/N∗−bH/N∗ , â(iΛ)〉,
and 〈bHÊ(iΓ)/N∗ , â(iΛ−1)〉−〈bHÊ(iΓ)/N∗ , â(iΛ)〉 = 〈bH/N∗ , â(iΛ−1)〉−〈bH/N∗ , â(iΛ)〉.

We know that 〈bHÊ(iΓ)/N∗ −bH/N∗ , â(iΛ−1)〉 = 〈bHÊ(iΓ)/N∗ −bH/N∗ , â(iΛ)〉, and
〈bHÊ(iΓ)/N∗ , â(iΛ − 1)〉 − 〈bHÊ(iΓ)/N∗ , â(iΛ)〉 = 〈bH/N∗ , â(iΛ − 1)〉 − 〈bH/N∗ , â(iΛ)〉.

Note that 〈bH/N∗ , â(iΛ − 1)〉 − 〈bH/N∗ , â(iΛ)〉 ≤ 〈bH/N∗ , â(1)〉 − 〈bH/N∗ , â(c(S +
(∆∨|V ∗)))〉 = height(H,S + (∆∨|V ∗)) and 〈bH/N∗ , â(iΛ − 1)〉 − 〈bH/N∗ , â(iΛ)〉 =
〈bH/N∗ , â(1)〉−〈bH/N∗ , â(c(S+(∆∨|V ∗)))〉, if and only if, c(S+(∆∨|V ∗)) = iΛ = 2.

We know that max{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))} − min{〈bΓ/N∗ , a〉|a ∈
A ∩ (S + (∆∨|V ∗))} ≤ height(H,S + (∆∨|V ∗)), and that max{〈bΓ/N∗ , a〉|a ∈ A ∩
(S+(∆∨|V ∗))}−min{〈bΓ/N∗ , a〉|a ∈ A∩(S+(∆∨|V ∗))} = height(H,S+(∆∨|V ∗)),
if and only if, c(S + (∆∨|V ∗)) = iΛ = 2.

Now, by the arguments so far we know that the inequality max{〈bΓ/N∗ , a〉|a ∈
A ∩ (S + (∆∨|V ∗))} − min{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))} ≤ height(H,S +
(∆∨|V ∗)) always holds, and the equality max{〈bΓ/N∗ , a〉|a ∈ A∩ (S +(∆∨|V ∗))}−
min{〈bΓ/N∗ , a〉|a ∈ A∩(S+(∆∨|V ∗))} = height(H,S+(∆∨|V ∗)) holds, if and only

if, Θ◦ ⊂ ˆ̄∆(iΓ)
◦, Λ = ˆ̄∆(iΓ) and c(S + (∆∨|V ∗)) = iΛ = 2.

Assume Θ◦ ⊂ ˆ̄∆(iΓ)
◦, Λ = ˆ̄∆(iΓ) and c(S + (∆∨|V ∗)) = iΛ = 2. We have

ˆ̄Λ(2) = ˆ̄Λ(iΛ) = Λ = ˆ̄∆(iΓ), and for any Ē ∈ F(Hop|∆)1 = F(∆)1 − {H},
c(Σ(S|V )∩̂F(∆), 2, Ē) = c(Σ(S + (∆∨|V ∗)|V ), 2, Ē) = ŝ(iΓ − 1, Ē) ∈ Z.

We know that if max{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))} − min{〈bΓ/N∗ , a〉|a ∈
A ∩ (S + (∆∨|V ∗))} = height(H,S + (∆∨|V ∗)), then c(S + (∆∨|V ∗)) = 2 and the
structure constant of Σ(S|V )∩̂F(∆) corresponding to the pair (2, Ē) is an integer
for any Ē ∈ F(∆)− {H}.

Convesely, assume that c(S+(∆∨|V ∗)) = 2 and the structure constant of Σ(S|V )
∩̂F(∆) corresponding to the pair (2, Ē) is an integer for any Ē ∈ F(∆)−{H}. By
Theorem 16.1.20-26 we know that ˆ̄m = m̂ = M̂ , iΛ = 2, iΓ = m̂ + 1, Θ = Λ =
ˆ̄Λ(2) = ˆ̄∆(m̂+1), Γ = H and the equality max{〈bΓ/N∗ , a〉|a ∈ A∩(S+(∆∨|V ∗))}−
min{〈bΓ/N∗ , a〉|a ∈ A ∩ (S + (∆∨|V ∗))} = height(H,S + (∆∨|V ∗)) holds.

Claim 12 follows from similar arguments as in claim 8 and 9 and Theorem 16.1.27-
32. �

18. Schemes associated with fans

We review the toric theory (Kempf et al. [19], Fulton [8], Cox [7]) and arrange
our notations for the toric theory.
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Let k be any algebraically closed field, let V be any vector space of finite dimen-
sion over R, let N be any lattice in V and let Σ be any strongly convex rational
fan over N in V . Associated with the quadruplet (k, V,N,Σ), the toric variety
X = X(k, V,N,Σ) is defined. It has the following properties:

(1) X is a separated reduced irreducible normal scheme of finite type over k.
dimX = dimV .

(2) X is complete⇔ |Σ| = V . X is smooth⇔ Σ is regular.
(3) Associated with any ∆ ∈ Σ, an affine open subset U(∆) = U(k, V,N,Σ,∆)

of X , an locally closed subset O(∆) = O(k, V,N,Σ,∆) of X and a closed
subset V (∆) = V (k, V,N,Σ,∆) of X have been defined.

(4) A structure of a group scheme over k isomorphic to GdimV
m has been defined

on the affine open subset T = U({0}) of X , where Gm = Spec(k[x, 1/x])
denotes the multiplicative group over k.
X has an action T ×X → X of T extending the action T × T → T of T

on T itself.
(5) For any ∆ ∈ Σ the following holds:

(a) U(∆), O(∆) and V (∆) are T -invariant, non-empty and irreducible.
O(∆) is a T -orbit. V (∆) is the closure of O(∆) in X . O(∆) = V (∆)∩
U(∆).

(b) dimU(∆) = dimV . dimO(∆) = dim V (∆) = dimV − dim∆.
(c)

U(∆) =
⋃

Λ∈Σ,Λ⊂∆

O(Λ), V (∆) =
⋃

Λ∈Σ,Λ⊃∆

O(Λ).

(6)

X =
⋃

∆∈Σ

U(∆) =
⋃

∆∈Σ

O(∆).

(7) For any ∆ ∈ Σ and any Λ ∈ Σ the following holds:
(a) U(∆ ∩ Λ) = U(∆) ∩ U(Λ).
(b) ∆ = Λ ⇔ U(∆) = U(Λ) ⇔ O(∆) = O(Λ) ⇔ O(∆) ∩ O(Λ) 6= ∅ ⇔

V (∆) = V (Λ).
(c) ∆ ⊂ Λ ⇔ U(∆) ⊂ U(Λ) ⇔ O(∆) ⊂ U(Λ) ⇔ O(∆) ∩ U(Λ) 6= ∅ ⇔

V (∆) ∩ U(Λ) 6= ∅ ⇔ V (∆) ⊃ V (Λ).
(8) An isomorphism χ : N∗ → Hom(T,Gm) of groups from the dual lattice

N∗ of N in the dual vector space V ∗ to the group Hom(T,Gm) of group
homomorphisms from T to Gm (the group of characters of T ) has been
defined.

(9) We have natural inclusions Hom(T,Gm) ⊂ OX(T )× ⊂ OX(T ), where
OX(T ) denotes the ring of regular functions over T , and OX(T )× denotes
the set of invertible elements in OX(T ).

For any regular function φ ∈ OX(T ) over T , there exists a finite subset
I of N∗ such that φ is a linear combination of χ(m),m ∈ I over k. For any
finite subset I of N∗, elements χ(m),m ∈ I are linearly independent over
k.

(10) For any ∆ ∈ Σ, T = U({0}) ⊂ U(∆) and the ring OX(U(∆)) of regu-
lar functions over U(∆) is the k-vector subspace of OX(T ) generated by
χ(m),m ∈ N∗ ∩∆∨.
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(11) We consider the the group Hom(Gm,Gm) of group homomorphisms from
Gm to Gm and the group Hom(Gm, T ) of group homomorphisms from
Gm to T (the group of one parameter subgroups of T ). The composi-
tion of group homomorphisms defines a map Hom(Gm, T )×Hom(T,Gm) →
Hom(Gm,Gm). There exists uniquely a group isomorphismHom(Gm,Gm) →
Z sending idGm

∈ Hom(Gm,Gm) to 1 ∈ Z, where idGm
denotes the iden-

tity morphism of the scheme Gm. The composition of these two mappings
defines a mapping

〈 , 〉 : Hom(Gm, T )×Hom(T,Gm) → Z.

An isomorphism λ : N → Hom(Gm, T ) of groups from the lattice N to
the group Hom(Gm, T ) has been defined.

For any m ∈ N∗ and any n ∈ N , the equality 〈m,n〉 = 〈λ(n), χ(m)〉
holds.

Below, we consider the case where Σ is a flat regular fan with dimΣ = dimV .
By 2, X is smooth.

(12) For any ∆ ∈ Σ0, the following holds:
(a) dim∆ = dimV , vect(∆) = V , {bE/N |E ∈ F(∆)1} is a Z-basis of N ,

it is an R-basis of V and ∆ = convcone({bE/N |E ∈ F(∆)1}).
We denote the dual basis of {bE/N |E ∈ F(∆)1} by {bE/N∨

∆
|E ∈ F(∆)1}.

For any D ∈ F(∆)1 and any E ∈ F(∆)1.

〈bD/N∨
∆
, bE/N〉 =

{
1 if D = E,

0 if D 6= E.

(b) dim∆∨ = dimV , vect(∆∨) = V ∗, {bE/N∨
∆
|E ∈ F(∆)1} is a Z-basis of

N∗, it is an R-basis of V ∗ and ∆∨ = convcone({bE/N∨
∆
|E ∈ F(∆)1}).

(c) OX(U(∆)) is a polynomial ring over k with variables {χ(bE/N∨
∆
)|E ∈

F(∆)1}. In other words, OX(U(∆)) is a k-algebra generated by the
finite subset {χ(bE/N∨

∆
)|E ∈ F(∆)1} and {χ(bE/N∨

∆
)|E ∈ F(∆)1} is

algebraically independent over k.
(d) Consider any Λ ∈ Σ with Λ ⊂ ∆. Note that Λ is a face of ∆ and

F(Λ)1 ⊂ F(∆)1.
U(Λ) is the open subset of U(∆) defined by χ(bE/N

∨
∆
) 6= 0 for any

E ∈ F(∆)1 −F(Λ)1.
V (Λ) ∩ U(∆) is the closed subset of U(∆) defined by χ(bE/N

∨
∆
) = 0

for any E ∈ F(Λ)1.
O(Λ) = U(Λ) ∩ V (Λ) is the locally closed subset of U(∆) defined by
χ(bD/N

∨
∆
) 6= 0 for any D ∈ F(∆)1 −F(Λ)1 and χ(bE/N

∨
∆
) = 0 for any

E ∈ F(Λ)1.
(13) For any ∆ ∈ Σ, V (∆) is a smooth irreducible closed subset of X with

dim V (∆) = dimV − dim∆ and it is a local complete intersection.
(14) Assume dimΣ = dimV ≥ 1.

We denote D =
∑

Γ∈Σ1
V (Γ).

The pair (X,D) is a normal crossing scheme over k.
comp(D) = {V (Γ)|Γ ∈ Σ1}.
(D)0 = ∪∆∈Σ0O(∆).
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If α ∈ (D)0, ∆ ∈ Σ0 and {α} = O(∆), then U(X,D, α) = U(∆) and
comp(D)(α) = {V (Γ)|Γ ∈ F(∆)1}.

Consider any α ∈ (D)0. We take ∆ ∈ Σ0 with {α} = O(∆). We define
a mapping ξα : comp(D)(α) → OX(U(X,D, α)) by putting ξα(V (Γ)) =
χ(bΓ/N

∨
∆
) ∈ OX(U(∆)) = OX(U(X,D, α)) for any Γ ∈ F(∆)1.

We put ξ = {ξα|α ∈ (D)0}.
The triplet (Σ(D), D, ξ) is a coordinated normal crossing scheme over S.

We consider morphisms between toric varieties.
We consider any algebraically closed field k, any vector space V of finite dimen-

sion over R, any lattice N in V , any strongly convex rational fan Σ over N in V ,
the toric variety X = X(k, V,N,Σ) associated with the quadruplet (k, V,N,Σ), any
vector space V ′ of finite dimension over R, any lattice N ′ in V ′, any strongly convex
rational fan Σ′ over N ′ in V ′, the toric variety X ′ = X(k, V ′, N ′,Σ′) associated
with the quadruplet (k, V ′, N ′,Σ′) and any homomorphism µ : V → V ′ of vector
spaces over R.

If µ(N) ⊂ N ′ and if for any ∆ ∈ Σ there exists ∆′ ∈ Σ′ with µ(∆) ⊂ ∆′, then
there exists uniquely a morphism σ : X → X ′ of varieties over k with the following
properties:

(1) Consider T = U(k, V,N,Σ, {0}) ⊂ X and T ′ = U(k, V ′, N ′,Σ′, {0}) ⊂ X ′.
σ(T ) ⊂ T ′ and the induced morphism σ̄ : T → T ′ by σ is a morphism of
group schemes.

(2) Let ¯̄σ : Hom(Gm, T ) → Hom(Gm, T
′) denote the group homomorphism

induced by σ̄.
Recall that we have group isomorphisms λ : N → Hom(Gm, T ) and

λ′ : N ′ → Hom(Gm, T
′) by 11 above.

The composition λ′−1 ¯̄σλ : N → N ′ coincides with µ̄ : N → N ′, where µ̄
denotes the group homomorphism induced by µ.

Below, we assume that µ(N) ⊂ N ′, for any ∆ ∈ Σ there exists ∆′ ∈ Σ′ with
µ(∆) ⊂ ∆′ and the morphism σ : X → X ′ of varieties over k has the above
properties.

The following holds:

(1) σ is proper⇔ µ−1(|Σ′|) = |Σ|.
(2) If ∆ ∈ Σ, ∆′ ∈ Σ′ and µ(∆) ⊂ ∆′, then σ(U(k, V,N,Σ,∆)) ⊂ U(k, V ′, N ′,Σ′,

∆′).
(3) For any ∆ ∈ Σ, µ(∆◦) = µ(∆)◦ and there exists uniquely ∆′ ∈ Σ′ with

µ(∆◦) ⊂ ∆′◦.
(4) If ∆ ∈ Σ, ∆′ ∈ Σ′ and µ(∆◦) ⊂ ∆′◦, then σ(O(k, V,N,Σ,∆)) ⊂ O(k, V ′, N ′,

Σ′,∆′).
(5) For any ∆′ ∈ Σ′,

σ−1(U(k, V ′, N ′,Σ′,∆′)) =
⋃

∆∈Σ,∆⊂∆′

U(k, V,N,Σ,∆)), and

σ−1(O(k, V ′, N ′,Σ′,∆′)) =
⋃

∆∈Σ,∆◦⊂∆′◦

O(k, V,N,Σ,∆)).

Below, we consider the case where V = V ′, N = N ′ and µ = idV . In this case Σ
and Σ′ are any strongly convex rational fans over N in V . Obviously idV (N) ⊂ N ,
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and for any ∆ ∈ Σ there exists ∆′ ∈ Σ′ with idV (∆) ⊂ ∆′, if and only if, Σ is a
subdivision of Σ′.

In case where Σ is a subdivision of Σ′, we denote the above morphism

σ : X(k, V,N,Σ) → X(k, V,N,Σ′)

by the symbol σ(k, V,N,Σ′,Σ) or σ(Σ′,Σ) and we call it the subdivision morphism
associated with the pair (Σ,Σ′).

Note the order of Σ and Σ′ in the symbol σ(k, V,N,Σ′,Σ).

σ(k, V,N,Σ′,Σ) : X(k, V,N,Σ) → X(k, V,N,Σ′).

The following holds:

(1) For any strongly convex rational fan Σ over N in V , σ(k, V,N,Σ,Σ) =
idX(k,V,N,Σ), where idX(k,V,N,Σ) denotes the identity morphism of the scheme
X(k, V,N,Σ).

(2) If Σ, Σ′ and Σ′′ are any strongly convex rational fans over N in V , Σ is a
subdivision of Σ′ and Σ′ is a subdivision of Σ′′, then Σ is a subdivision of
Σ′′ and σ(k, V,N,Σ′′,Σ′)σ(k, V,N,Σ′,Σ) = σ(k, V,N,Σ′′,Σ).

Below, we assume that Σ and Σ′ are any strongly convex rational fans over N in
V , and Σ is a subdivision of Σ′. We denoteX = X(k, V,N,Σ), X ′ = X(k, V,N,Σ′),
and σ = σ(k, V,N,Σ′,Σ) : X → X ′.

The following holds:

(1) For any ∆ ∈ Σ ∩ Σ′, σ(U(Σ,∆)) = U(Σ′,∆) and the morphism σ :
U(Σ,∆) → U(Σ′,∆) induced by σ is an isomorphism of schemes.

(2) If Σ is a subset of Σ′, then σ is an open immersion.
(3) If Σ′ is regular over N , ∆′ ∈ Σ′, dim∆′ ≥ 1, and Σ = Σ′ ∗ ∆′, then

Σ is regular over N and the morphism σ : X → X ′ coincides with the
blowing-up of X ′ with center in V (Σ′,∆′).

(4) Assume that Σ′ is a flat regular fan with dimΣ′ = dim V , m ∈ Z0, F is a
center sequence of Σ′ of length m and Σ = Σ′ ∗ F (1) ∗ F (2) ∗ · · · ∗ F (m).

Refer to claim 14 two pages before.
We denote D =

∑
Γ∈Σ1

V (Σ,Γ) and D′ =
∑

Γ∈Σ′

1
V (Σ′,Γ).

Consider any α ∈ (D)0. We take ∆ ∈ Σ0 with {α} = O(Σ,∆). We define
a mapping ξα : comp(D)(α) → OX(U(X,D, α)) by putting ξα(V (Σ,Γ)) =
χ(bΓ/N

∨
∆
) ∈ OX(U(Σ,∆)) = OX(U(X,D, α)) for any Γ ∈ F(∆)1.

We put ξ = {ξα|α ∈ (D)0}.
Consider any α ∈ (D′)0. We take ∆′ ∈ Σ′0 with {α} = O(Σ′,∆′).

We define a mapping ξ′α : comp(D′)(α) → OX′(U(X ′, D′, α)) by putting
ξ′α(V (Σ′,Γ)) = χ′(bΓ/N

∨
∆′
) ∈ OX′(U(Σ′,∆′)) = OX′(U(X ′, D′, α)) for any

Γ ∈ F(∆′)1.
We put ξ′ = {ξ′α|α ∈ (D′)0}.

(a) Σ is a flat regular fan with dimΣ = dimV .
(b) The morphism σ : X → X ′ is an admissible composition of blowing-

ups over D′. If dimF (i) = 2 for any i ∈ {1, 2, . . . ,m}, then σ is an
admissible composition of blowing-ups with center of codimension two
over D′.

(c) comp(D) = comp(σ∗D′)
(d) σ((D)0) = (D′)0. If α ∈ (D)0, ∆ ∈ Σ0, {α} = O(Σ,∆), ∆′ ∈ Σ′0,

∆ ⊂ ∆′, then {σ(α)} = O(Σ′,∆′).
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(e) ξ = σ∗ξ′.

19. Proof of the main theorem

We give the proof of our main theorem Theorem 4.1.
Let k be any algebraically closed field, let R be any regular local ring such that R

contains k as a subring, the residue field R/M(R) is isomorphic to k as k-algebras
and dimR ≥ 2, let P be any parameter system of R, and let z ∈ P be any element.

Consider any φ ∈ R such that φ 6= 0, Γ+(P, φ) is z-simple, and φ satisfies one of
the following two conditions:

(1) inv(P, z, φ) > 0, Γ+(P, ψ) has no z-removable faces, where ψ denotes a
main factor of (P, z, φ).

(2) inv(P, z, φ) = 0, inv2(P, z, φ) ≥ 2 and z divides φ.

Let D = Spec(R/
∏
x∈P xR), which is a normal crossing divisor on Spec(R).

We define a coordinate system ξ : comp(D) → R of the normal crossing scheme
(Spec(R), D) at M(R) by putting ξ(Spec(R/xR)) = x for any x ∈ P . The triplet
(Spec(R), D, {ξ}) is a coordinated normal crossing scheme over k.

We denote V = map(P,R), N = map(P,Z), S = Γ+(P, φ) and Σ = Σ(S|V ). V
is a vector space of finite dimension over R. dim V = dimR. N is a lattice of V . S is
a rational convex pseudo polyhedron over N in V with dimS = dimV . stab(S) =
map(P,R0) is a regular cone over N in V with dim stab(S) = dimV . V(S) ⊂
N ∩ stab(S). den(S/N) = 1. For any (H,Ψ) ∈ SF(V,N, S), height(H,Ψ, S) ∈ Z0.
The normal fan Σ of S is a flat rational strongly convex fan over N∗ in V ∗ with
vect(|Σ|) = V ∗. The support |Σ| of Σ is a regular cone over N∗ in V ∗. dim |Σ| =
dimV . |Σ| = stab(S)∨|V .

The set {fPx |x ∈ P} is a R-basis of V . It is a Z-basis of N . stab(S) =
convcone({fPx |x ∈ P}). The dual basis {fP∨

x |x ∈ P} of {fPx |x ∈ P} is a R-basis of
V ∗. It is a Z-basis of N∗. |Σ| = convcone({fP∨

x |x ∈ P}) = map(P,R0)
∨|V .

We denote H = R0f
P∨
z ∈ F(|Σ|)1. S and Σ are H-simple. (H,F(|Σ|)) ∈

SF(V,N, S) 6= ∅ and USD(H,F(|Σ|), S) 6= ∅. We denote the H-skeleton of Σ by
Σ̄1.

Let ψ ∈ R denote a main factor of (P, z, φ). ψ 6= 0. We denote Sψ = Γ+(P, ψ)
and Σψ = Σ(Sψ|V ). Sψ and Σψ are H-simple and {inv(P, z, φ)fPz } is the H-top
vertex of Sψ. z does not divide ψ and inv(P, z, φ) = height(H,Sψ). We denote the
H-skeleton of Σψ by Σ̄1

ψ .

We take u ∈ R×, a mapping a : P − {z} → Z0, a finite subset Ω of M(R) and a
mapping b : Ω → Z+ satisfying the following three conditions:

(1) φ = u(
∏
x∈P−{z} x

a(x))(
∏
ω∈Ω ω

b(ω))ψ.

(2) For any ω ∈ Ω, ω is of order one and ∂ω/∂z ∈ R×.
(3) If ω ∈ Ω, ω′ ∈ Ω, v ∈ R× and ω = vω′, then v = 1 and ω = ω′.

Consider any ω ∈ Ω. We denote Sω = Γ+(P, ω) and Σω = Σ(Sω |V ). Sω
and Σω are H-simple, and {fPz } is the H-top vertex of Sω. height(H,Sω) ≤ 1.
ord(P, fP∨

z , ω) ≤ 1. height(H,Sω) + ord(P, fP∨
z , ω) = 1. We denote the H-skeleton

of Σω by Σ̄1
ω. c(Sω) ≤ 2. c(Sω) = 1 ⇔ height(H,Sω) = 0 ⇔ ord(P, fP∨

z , ω) = 1 ⇔
z divides ω. For any i ∈ {1, 2, . . . , c(Sω)} and any Ē ∈ F(Hop||Σ|)1), the structure
constant of Σω corresponding to the pair (i, Ē) is an integer.
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If inv(P, z, φ) > 0, then ψ ∈ M(R) and Sψ has no z-removable faces. If
inv(P, z, φ) = 0, then ψ ∈ R×, ♯Ω = inv2(P, z, φ) ≥ 2 and z divides ω for some
ω ∈ Ω.

Note that S =
∑

x∈P−{z} a(x)Γ+(P, x)+
∑

ω∈Ω b(ω)Sω+Sψ, Σ = (∩̂ω∈ΩΣω)∩̂Σψ,
and Σ̄1 = (∪ω∈ΩΣ̄

1
ω) ∪ Σ̄1

ψ.

Take any (M,F ) ∈ USD(H,F(|Σ|), S). Let Σ∗ = F(|Σ|)∗F (1)∗F (2)∗· · ·∗F (M).
Σ∗ is a flat regular fan over N∗ in V ∗ with vect(|Σ∗|) = V ∗. It is an upward
subdivision of (H,F(|Σ|), S). It is a subdivision of F(|Σ|), it is a subdivision of Σ
and |Σ∗| = |F(|Σ|)| = |Σ|.

Let X̂ = X(k, V ∗, N∗,Σ∗), Ŷ = X(k, V ∗, N∗,F(|Σ|)) and σ̂ = σ(k, V ∗, N∗,

F(|Σ|),Σ∗) : X̂ → Ŷ . X̂ is the toric variety over k associated with the regular

fan Σ∗, Ŷ is the toric variety over k associated with the regular fan F(|Σ|) and
σ̂ is the subdivision morphism over k associated with the pair (Σ∗,F(|Σ|)). Since
dimF (i) = 2 for any i ∈ {1, 2, . . . ,m}, σ̂ is a composition of blowing-ups with
center in a closed irreducible smooth subschems of codimension two.
Ŷ = U(F(|Σ|), |Σ|) is an affine scheme. The ring of regular functions OŶ (Ŷ ) =

OŶ (U(F(|Σ|), |Σ|)) over Ŷ is a polynomial ring over k with variables {χ(bE/N∗

∨
|Σ|

)|
E ∈ F(|Σ|)1} = {χ(fPx )|x ∈ P}. By the injective homomorphism OŶ (Ŷ ) → R of

k-algebras sending χ(fPx ) ∈ OŶ (Ŷ ) to x ∈ R for any x ∈ P , we regard OŶ (Ŷ ) as

an subring of R. χ(fPx ) = x for any x ∈ P . OŶ (Ŷ ) = k[P ] ⊂ R. Ŷ = Spec(k[P ]).

The inclusion ring homomorphism k[P ] → R induces a morphism π̂ : Spec(R) → Ŷ
of schemes over k.

Let D̂ = Spec(k[P ]/
∏
x∈P xk[P ]), which is a normal crossing divisor on Ŷ .

D = π̂∗D̂. We define a coordinate system ξ̂ : comp(D̂) → k[P ] of the normal

crossing scheme (Ŷ , D̂) at k[P ] ∩M(R) by putting ξ̂(Spec(k[P ]/xk[P ])) = x for

any x ∈ P . The triplet (Ŷ , D̂, {ξ̂}) is a coordinated normal crossing scheme over k.

For any Ĉ ∈ comp(D̂), π̂∗Ĉ ∈ comp(D) and π̂∗ξ̂(Ĉ) = ξπ̂∗(Ĉ).

The triplet (X̂, σ̂∗D̂, σ̂∗{ξ̂}) is a coordinated normal crossing scheme over k.

(σ̂∗D̂)0 = ∪Ξ∈Σ∗0O(Σ∗,Ξ). For any c ∈ (σ̂∗D̂)0, if we take the unique Ξ ∈ Σ∗0 with

{c} = O(Σ∗,Ξ), then comp(σ̂∗D̂)(c) = {V (Σ∗, E)|E ∈ F(Ξ)1}, (σ̂∗{ξ̂})c(V (Σ∗,

E)) = χ(bE/N∗

∨
Ξ
) for anyE ∈ F(Ξ)1, and thus {(σ̂∗{ξ̂})c(Ĉ)|Ĉ ∈ comp(σ̂∗D̂)(c)} =

{χ(bE/N∗

∨
Ξ
)|E ∈ F(Ξ)1}.

Consider the fiber product scheme X = X̂×Ŷ Spec(R) of X̂ and Spec(R) over Ŷ ,

the projection π : X → X̂ and the projection σ : X → Spec(R). σ̂π = π̂σ. X is the
toric variety over Spec(R) associated with the fan Σ∗ and σ is the toric morphism
associated with Σ∗ and it is an admissible composition of blowing-ups with center of
codimension two overD. π induces an isomorphism π : X×Spec(R)Spec(R/M(R)) =

σ−1(M(R)) → X̂×Ŷ Spec(k[P ]/(k[P ]∩M(R))k[P ]) = σ̂−1(k[P ]∩M(R)). For any

affine open subset Û of X̂, π−1(Û) is an affine open subset of X .
The triplet (X, σ∗D, σ∗{ξ}) is a coordinated normal crossing scheme over k.

(σ∗D)0 = π−1((σ̂∗D̂)0). For any c ∈ (σ∗D)0, if we take the unique Ξ ∈ Σ∗0 with
{π(c)} = O(Σ∗,Ξ), then comp(σ∗D)(c) = {π∗V (Σ∗, E)|E ∈ F(Ξ)1}, (σ∗{ξ})c(
π∗V (Σ∗, E)) = π∗(χ(bE/N∗

∨
Ξ
)) for any E ∈ F(Ξ)1, and thus {(σ∗{ξ})c(C)|C ∈

comp(σ∗D)(c)} = {π∗(χ(bE/N∗

∨
Ξ
))|E ∈ F(Ξ)1}.

Consider any closed point a ∈ X with σ(a) =M(R).
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π(a) ∈ X̂ and we have a homomorphism π∗ : OX̂,π(a) → OX,a of local k-algebras

induced by π. We have π∗(M(OX̂,π(a)))OX,a = M(OX,a). We take the unique

Θ ∈ Σ∗ with π(a) ∈ O(Σ∗,Θ), we take the unique Λ ∈ Σ with Θ◦ ⊂ Λ◦, and we
take any µ ∈ Θ◦.

Since π(a) ∈ O(Σ∗,Θ), σ(a) = M(R) and {k[P ] ∩M(R)} = O(F(|Σ|), |Σ|), we
know σ̂π(a) = k[P ] ∩M(R) and Θ◦ ⊂ Λ◦ ⊂ |Σ|◦. Since Σ is H-simple, dimΛ =
dimΣ or dimΛ = dimΣ− 1.

Let

Σ∗◦
1 = {Γ ∈ Σ∗

1|Γ 6⊂ Hop||Σ|},

Ψ = Ψ(V,N,H,F(|Σ|), S,M, F ) : Σ∗◦
1 → 22

V ∗

, and

Ψ◦ = Ψ◦(V,N,H,F(|Σ|), S,M, F ) : Σ∗◦
1 → 22

V ∗

.

We take the unique Γ ∈ Σ∗◦
1 such that Θ belongs to the H-lower main part

Ψ◦(Γ) of Σ∗ below Γ. H-lower part Ψ(Γ) of Σ∗ below Γ is a flat regular fan
with vect(|Ψ(Γ)|) = V ∗. Γ ∈ Ψ(Γ), Ψ(Γ) is starry with center Γ and Θ ∈
Ψ◦(Γ) ⊂ Ψ(Γ) ⊂ Σ∗. We take any ∆ ∈ Ψ(Γ)max = Ψ(Γ)0 with Θ + Γ ⊂ ∆.
∆ ∈ Σ∗0. dim∆ = dimV . ∆◦ ⊂ |Σ|◦. Γ ∈ F(∆)1. Θ ∈ F(∆). F(Θ)1 ⊂ F(∆)1.
π(a) ∈ O(Σ∗,Θ) ⊂ U(Σ∗,∆).

The ring of regular functions OX̂(U(Σ∗,∆)) over U(Σ∗,∆) is a polynomial ring

over k with variables {χ(bE/N∗

∨
∆
)|E ∈ F(∆)1}. O(Σ∗,Θ) is the locally closed

subset of U(Σ∗,∆) defined by χ(bE/N∗

∨
∆
) 6= 0 for any E ∈ F(∆)1 − F(Θ)1 and

χ(bF/N∗

∨
∆
) = 0 for any F ∈ F(Θ)1. Denote cE = χ(bE/N∗

∨
∆
)π(a) ∈ k for any

E ∈ F(∆)1. cE 6= 0 for any E ∈ F(∆)1 −F(Θ)1 and cF = 0 for any F ∈ F(Θ)1.

Denote P̂ = {χ(bE/N∗

∨
∆
) − cE |E ∈ F(∆)1}. P̂ is a parameter system of the

local ring OX̂,π(a) of X̂ at π(a). Let P̄ = {π∗χ(bE/N∗

∨
∆
)− cE |E ∈ F(∆)1}. P̄ is a

parameter system of the local ring OX,a of X at a.

Let b̂ ∈ X̂ be the unique closed point in O(Σ∗,∆). b̂ ∈ O(Σ∗,∆) ⊂ U(Σ∗,∆).

σ̂(b̂) = k[P ] ∩M(R). b̂ ∈ (σ̂∗D̂)0. U(X̂, σ̂∗D̂, b̂) = U(Σ∗,∆) ∋ π(a). Let P̂0 =

{χ(bE/N∗

∨
∆
)|E ∈ F(∆)1}. P̂0 is a parameter system of the local ring OX̂,b̂ of X̂ at

b̂ and P̂0 = {(σ̂∗{ξ̂})b̂(Ĉ)|Ĉ ∈ comp(σ̂∗D̂)(b̂)}.
Let b ∈ X be the unique closed point in X with π(b) = b̂. b̂ ∈ π−1(U(Σ∗,∆)).

σ(b) = M(R). π∗σ̂∗D̂ = σ∗π̂∗D̂ = σ∗D. b ∈ π−1((σ̂∗D̂)0) = (σ∗D)0. The num-
ber of components of the normal crossing divisor σ∗D on X passing through b

is equal to dimR = dimX . a ∈ π−1(U(X̂, σ̂∗D̂, b̂)) = U(X, σ∗D, b). The point
a belongs to the complement U(X, σ∗D, b) in X of the union of all components
of σ∗D not passing though b. Let P̄0 = {π∗χ(bE/N∗

∨
∆
)|E ∈ F(∆)1}. Since

π∗(M(OX̂,b̂))OX,b = M(OX,b), P̄0 is a parameter system of the local ring OX,b

of X at b and P̄0 = {(σ∗{ξ})b(C)|C ∈ comp(σ∗D)(b)}.
We know P̄ = {(σ∗{ξ})b(C)− (σ∗{ξ})b(C)(a)|C ∈ comp(σ∗D)(b)}.
comp(σ∗D)(b) = {π∗Ĉ|Ĉ ∈ comp(σ̂∗D̂)(b̂)} = {π∗V (Σ∗, E)|E ∈ F(∆)1}. Re-

call Γ ∈ F(∆)1. Let C̄ = π∗V (Σ∗,Γ). C̄ is a component passing through b
of the pull-back σ∗D of the divisor D by σ. C̄ ∈ comp(σ∗D)(b). Let z̄ =
(σ∗{ξ})b(C̄)− (σ∗{ξ})b(C̄)(a) = π∗χ(bΓ/N∗

∨
∆
)− cΓ ∈ P̄ .

We consider the k-algebra homomorphism σ∗ : R → OX,a induced by σ. Since
σ is a composition of blowing-ups, σ∗ is injective. We have OX,a ∋ σ∗(φ) 6= 0.
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By the isomorphism map(P̄ ,R) → V of vector spaces over R sending

f P̄χ(bE/N∗
∨

∆
)−cE

∈ map(P̄ ,R) to bE/N∗

∨
∆

∈ V for any E ∈ F(∆)1, we identify

map(P̄ ,R) and V . Pairs map(P̄ ,Z) and N , map(P̄ ,R0) and ∆∨|V ∗ are identi-
fied.

Consider any θ ∈ Θ and any ζ ∈ R. Since Θ ⊂ ∆ = map(P̄ ,R0)
∨|map(P̄ ,R) ⊂

|Σ| = map(P,R0)
∨|V , elements ord(P̄ , θ, σ∗(ζ)) ∈ R0, ord(P, θ, ζ) ∈ R0, in(P̄ , θ,

σ∗(ζ)) ∈ Oc
X,a, and in(P, θ, ζ) ∈ Rc are defined. cE = 0 for any E ∈ F(Θ)1.

It follows that ord(P̄ , θ, σ∗(ζ)) = ord(P, θ, ζ) and in(P̄ , θ, σ∗(ζ)) = σ∗(in(P, θ, ζ))
for any θ ∈ Θ and any ζ ∈ R.

We consider the case dimΛ = dimΣ.
Λ ∈ Σ0. We take the unique A ∈ V(S) with ∆({A}, S|V ) = Λ. Note that

A ∈ V(S) ⊂ stab(S) ∩ N and 〈θ, A〉 ∈ Z0 for any θ ∈ |Σ| ∩ N∗. Recall µ ∈ Θ◦ ⊂
Λ◦ = ∆◦({A}, S|V ). It follows ord(P, µ, φ) = 〈µ,A〉 and in(P, µ, φ) = rπ̂∗χ(A)
for some unique r ∈ k − {0}. We take the unique r ∈ k − {0} with in(P, µ, φ) =
rπ̂∗χ(A). It follows ord(P̄ , µ, σ∗(φ)) = ord(P, µ, φ) = 〈µ,A〉 and in(P̄ , µ, σ∗(φ)) =
σ∗(in(P, µ, φ)) = σ∗(rπ̂∗χ(A)) = rπ∗χ(A). We know that supp(P̄ , π∗χ(A)) =
supp(P̄ , rπ∗χ(A)) ⊂ supp(P̄ , σ∗(φ)) ⊂ Γ+(P̄ , σ

∗(φ)).
Now,

χ(A) = χ(
∑

E∈F(∆)1

〈bE/N∗ , A〉bE/N∗

∨
∆
) =

∏

E∈F(∆)1

χ(bE/N∗

∨
∆
)〈bE/N∗ ,A〉

=
∏

E∈F(∆)1−F(Θ)1

((χ(bE/N∗

∨
∆
)− cE) + cE)

〈bE/N∗ ,A〉
∏

E∈F(Θ)1

χ(bE/N∗

∨
∆
)〈bE/N∗ ,A〉.

Since cE 6= 0 for any E ∈ F(∆)1−F(Θ)1 and P̄ = {π∗χ(bE/N∗

∨
∆
)−cE |E ∈ F(∆)1−

F(Θ)1} ∪ {π∗χ(bE/N∗

∨
∆
)|E ∈ F(Θ)1}, we know

∑
E∈F(Θ)1

〈bE/N∗ , A〉bE/N∗

∨
∆

∈
supp(P̄ , π∗χ(A)).

Let Ā =
∑

E∈F(Θ)1
〈bE/N∗ , A〉bE/N∗

∨
∆

∈ (∆∨|V ∗) ∩ N . Ā ∈ supp(P̄ , π∗χ(A)) ⊂
Γ+(P̄ , σ

∗(φ)).
0 ≤ ord(P̄ , bE/N∗ , σ∗(φ)) ≤ 〈bE/N∗ , Ā〉 = 0 for any E ∈ F(∆)1 − F(Θ)1. Thus,

ord(P̄ , bE/N∗ , σ∗(φ)) = 〈bE/N∗ , Ā〉 = 0 for any E ∈ F(∆)1 −F(Θ)1.

ord(P̄ , bE/N∗ , σ∗(φ)) = ord(P, bE/N∗ , φ) = 〈bE/N∗ , A〉 = 〈bE/N∗ , Ā〉 for any E ∈
F(Θ)1, since bE/N∗ ∈ E ⊂ Θ ⊂ Λ = ∆({A}, S|V ).

We know that Γ+(P̄ , σ
∗(φ)) = {Ā}+map(P̄ ,R0), c(Γ+(P̄ , σ

∗(φ))) = 1 and σ∗(φ)
has normal crossings over P̄ .

It follows that Γ+(P̄ , σ
∗(φ)) is of z̄-Weirstrass type, ∂ω̄/∂z̄ ∈ O×

X,a for any

divisor ω̄ of σ∗(φ) of order one such that any x̄ ∈ P̄ − {z̄} does not divide ω̄,
inv(P̄ , z̄, σ∗(φ)) = 0 and inv2(P̄ , z̄, σ∗(φ)) ≤ 1. If inv(P, z, φ) > 0, then inv(P̄ , z̄,
σ∗(φ)) = 0 < inv(P, z, φ). If inv(P, z, φ) = 0, then inv2(P, z, φ) ≥ 2 by our assump-
tion and inv2(P̄ , z̄, σ∗(φ)) ≤ 1 < 2 ≤ inv2(P, z, φ).

We conclude that Theorem 4.1 holds, if dimΛ = dimΣ.
We consider the case dimΛ = dimΣ− 1.
By Theorem 17.3.8.(b) we know that vect(Λ)+Γ = vect(Λ)+H . Thus vect(vect(

Λ) + Γ)) = vect(vect(Λ) + H) = V ∗ 6= vect(Λ) and Γ 6⊂ vect(Λ). Since Θ ⊂ Λ ⊂
vect(Λ), we have Γ 6⊂ Θ, Γ 6∈ F(Θ)1, Γ ∈ F(∆)1 −F(Θ)1 and cΓ 6= 0.

Since Λ◦ ⊂ |Σ|◦, Λ ∈ Σ̄1. Since Σ is H-simple, there exist uniquely Ξ1 ∈ Σ0,
Ξ2 ∈ Σ0 such that Λ = Ξ1 ∩ Ξ2, Λ + (−H) = Ξ1 + (−H) and Λ +H = Ξ2 + H .
We take Ξ1 ∈ Σ0 and Ξ2 ∈ Σ0 satisfying this condition. We take the unique
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A1 ∈ V(S) with Ξ1 = ∆({A1}, S|V ) and we take the unique A2 ∈ V(S) with
Ξ2 = ∆({A2}, S|V ). 〈bH/N∗ , A1 − A2〉 > 0. It follows 〈bΓ/N∗ , A1 − A2〉 > 0, since
vect(Λ) + Γ = vect(Λ) + H and Λ = Ξ1 ∩ Ξ2. 〈bE/N∗ , A1〉 = 〈bE/N∗ , A2〉 for any
E ∈ F(Θ)1, since bE/N∗ ∈ E ⊂ Θ ⊂ Λ = Ξ1 ∩ Ξ2 for any E ∈ F(Θ)1. Note that
{A1, A2} ⊂ V(S) ⊂ stab(S) ∩N and 〈θ, Ai〉 ∈ Z0 for any θ ∈ |Σ| ∩N∗ and any i ∈
{1, 2}. Let F = conv({A1, A2}). F ∈ F(S)1. Recall µ ∈ Θ◦ ⊂ Λ◦. F = ∆(µ, S|V )
and Λ = ∆(F, S|V ). ord(P̄ , µ, σ∗(φ)) = ord(P, µ, φ) = 〈µ,A1〉 = 〈µ,A2〉. We know
that there exists uniquely a mapping r : F ∩N → k with in(P, µ, φ) = ps(P, F, φ) =∑
B∈F∩N r(B)π̂∗χ(B). We take the mapping r : F ∩N → k satisfying this equal-

ity. We know r(A1) 6= 0 and r(A2) 6= 0. in(P̄ , µ, σ∗(φ)) = σ∗(in(P, µ, φ)) =
σ∗(

∑
B∈F∩N r(B)π̂∗χ(B)) =

∑
B∈F∩N r(B)π∗χ(B). Now, for any B ∈ F ∩N ,

χ(B) = χ(
∑

E∈F(∆)1

〈bE/N∗ , B〉bE/N∗

∨
∆
) =

∏

E∈F(∆)1

χ(bE/N∗

∨
∆
)〈bE/N∗ ,B〉

=
∏

E∈F(∆)1−F(Θ)1

((χ(bE/N∗

∨
∆
)− cE) + cE)

〈bE/N∗ ,B〉
∏

E∈F(Θ)1

χ(bE/N∗

∨
∆
)〈bE/N∗ ,A1〉.

Since cE 6= 0 for any E ∈ F(∆)1 − F(Θ)1, Γ ∈ F(∆)1 − F(Θ)1 and P̄ =
{π∗χ(bE/N∗

∨
∆
)−cE|E ∈ F(∆)1−F(Θ)1}∪{π∗χ(bE/N∗

∨
∆
)|E ∈ F(Θ)1} and 〈bΓ/N∗ ,

A1〉 > 〈bΓ/N∗ , A2〉, we know
∑
E∈F(Θ)1

〈bE/N∗ , A1〉bE/N∗

∨
∆
+ 〈bΓ/N∗ , A1〉bΓ/N∗

∨
∆

∈
supp(P̄ , in(P̄ , µ, σ∗(φ))).

Let Ā =
∑

E∈F(Θ)1
〈bE/N∗ , A1〉bE/N∗

∨
∆

+ 〈bΓ/N∗ , A1〉bΓ/N∗

∨
∆

∈ (∆∨|V ∗) ∩ N .

Ā ∈ supp(P̄ , in(P̄ , µ, σ∗(φ))) ⊂ supp(P̄ , σ∗(φ)) ⊂ Γ+(P̄ , σ
∗(φ)).

0 ≤ ord(P̄ , bE/N∗ , σ∗(φ)) ≤ 〈bE/N∗ , Ā〉 = 0 for any E ∈ F(∆)1 − (F(Θ)1 ∪ {Γ}).
Thus, ord(P̄ , bE/N∗ , σ∗(φ)) = 〈bE/N∗ , Ā〉 = 0 for any E ∈ F(∆)1 − (F(Θ)1 ∪ {Γ}).

ord(P̄ , bE/N∗ , σ∗(φ)) = ord(P, bE/N∗ , φ) = 〈bE/N∗ , A1〉 = 〈bE/N∗ , Ā〉 for any
E ∈ F(Θ)1, since bE/N∗ ∈ E ⊂ Θ ⊂ Λ ⊂ Ξ1 = ∆({A1}, S|V ) for any E ∈ F(Θ)1.

Since ord(P̄ , bE/N∗ , σ∗(φ)) = 〈bE/N∗ , Ā〉 for any E ∈ F(∆)1 − {Γ}, Ā ∈ Γ+(P̄ ,

σ∗(φ)) and z̄ = π∗χ(bΓ/N∗

∨
∆
) − cΓ, it follows that Γ+(P̄ , σ

∗(φ)) is of z̄-Weirstrass
type.

We examine each factor of φ one by one.
u ∈ R× and σ∗(u) ∈ O×

X,a.

Consider any x ∈ P − {z}. It is easy to see that σ∗(x) ∈ OX,a has normal
crossings over P̄ and ord(P̄ , bE/N∗ , σ∗(x)) = 0 for any E ∈ F(∆)1 −F(Θ)1.

Consider any ω ∈ Ω. We have three cases.

(1) z divides ω.
(2) z does not divide ω and Λ 6∈ Σ̄1

ω.
(3) z does not divide ω and Λ ∈ Σ̄1

ω.

We consider the first case. Assume that z divides ω. Since ord(ω) = 1, there
exists uniquely an element v ∈ R× with ω = vz. It is easy to see that σ∗(ω) ∈ OX,a

has normal crossings over P̄ and ord(P̄ , bE/N∗ , σ∗(ω)) = 0 for any E ∈ F(∆)1 −
F(Θ)1.

We consider the second case. Assume that z does not divide ω and Λ 6∈ Σ̄1
ω.

height(H,Sω) = 1 and ♯Σ̄1
ω = c(Sω) = 2. Let Λω be the unique element of Σ̄1

ω

different from Hop||Σ|. Since Λ ∈ Σ̄1 ⊃ Σ̄1
ω and Σ and Σω are H-simple, we know

that Λ◦ ∩ Λ◦
ω = ∅ and there exists uniquely Ξ ∈ Σ0

ω with Λ◦ ⊂ Ξ◦. We take the
unique Ξ ∈ Σ0

ω with Λ◦ ⊂ Ξ◦. Since µ ∈ Θ◦ ⊂ Λ◦ ⊂ Ξ◦, we can apply the same
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reasoning as in the case dimΛ = dimΣ and we know that σ∗(ω) ∈ OX,a has normal
crossings over P̄ and ord(P̄ , bE/N∗ , σ∗(ω)) = 0 for any E ∈ F(∆)1 −F(Θ)1.

We consider the third case. Assume that z does not divide ω and Λ ∈ Σ̄1
ω.

height(H,Sω) = 1, ♯Σ̄1
ω = c(Sω) = 2 and Σ̄1

ω = {Λ, Hop||Σ|}.
Let Ξ1 ∈ Σ0

ω and Ξ2 ∈ Σ0
ω be elements with Hop||Σ ⊂ Ξ1 and H ⊂ Ξ2. Since

c(Sω) = 2 and Σω is H-simple, we know Ξ1 6= Ξ2, Σ0
ω = {Ξ1,Ξ2}, Λ = Ξ1 ∩

Ξ2, Λ + (−H) = Ξ1 + (−H) and Λ + H = Ξ2 + H . We take the unique A1 ∈
V(Sω) with Ξ1 = ∆({A1}, Sω|V ), and we take the unique A2 ∈ V(Sω) with Ξ2 =
∆({A2}, Sω|V ). We know 〈bH/N∗ , A1 −A2〉 > 0. Since vect(Λ) + Γ = vect(Λ) +H

and Λ = Ξ1 ∩ Ξ2, it follows 〈bΓ/N∗ , A1 − A2〉 > 0. Since ∂ω/∂z ∈ R×, we know

A1 = fPz and 〈bH/N∗ , A2〉 = 0. Note that {A1, A2} ⊂ stab(Sω)∩N = stab(S)∩N ,
and 〈θ, Ai〉 ∈ Z0 for any θ ∈ |Σ| ∩ N∗ and any i ∈ {1, 2}. Since Θ ⊂ Λ =
Ξ1 ∩ Ξ2, 〈bE/N∗ , A1〉 = 〈bE/N∗ , A2〉 for any E ∈ F(Θ)1. Since Σ∗ is a subdivision

of Σω, Γ ⊂ ∆ ∈ Σ∗0 and vect(Λ) + Γ = vect(Λ) + H , we know ∆ ⊂ Ξ2, and
〈bE/N∗ , A1 − A2〉 ≥ 0 for any E ∈ F(∆)1 − F(Θ)1. Let F = convcone({A1, A2}).
F ∈ F(Sω)1 and Λ = ∆(F, Sω |V ). Recall µ ∈ Θ◦ ⊂ Λ◦. We know F = ∆(µ, Sω|V ).

Now, by Theorem 17.3.12(b), 〈bΓ/N∗ , A1 − A2〉 = 〈bΓ/N∗ , A1〉 − 〈bΓ/N∗ , A2〉 =
max{〈bΓ/N∗ , c〉|c ∈ F} − min{〈bΓ/N∗ , c〉|c ∈ F} ≤ height(H,Sω) = 1. Since
〈bΓ/N∗ , A1 −A2〉 ∈ Z, we conclude 〈bΓ/N∗ , A1 −A2〉 = 1.

We know that there exist uniquely r1 ∈ k−{0} and r2 ∈ k−{0} with in(P, µ, ω) =
ps(P, F, ω) = r1π̂

∗χ(A1) + r2π̂
∗χ(A2). We take r1 ∈ k − {0} and r2 ∈ k − {0}

satisfying this equality. We have

in(P̄ , µ, σ∗(ω)) = σ∗(in(P, µ, ω)) = σ∗(r1π̂
∗χ(A1) + r2π̂

∗χ(A2)) =

r1π
∗χ(A1) + r2π

∗χ(A2) =

(r1(
∏

E∈F(∆)1−(F(Θ)1∪{Γ})

π∗χ(bE/N∗

∨
∆
)〈bE/N∗ ,A1−A2〉)π∗χ(bΓ/N∗

∨
∆
) + r2)

(
∏

E∈F(∆)1

π∗χ(bE/N∗

∨
∆
)〈bE/N∗ ,A2〉).

We put Ā = (
∑

E∈F(Θ)1
〈bE/N∗ , A2〉bE/N∗

∨
∆
) + bΓ/N∗

∨
∆

∈ (∆∨|V ∗) ∩ N . We know

Ā ∈ Γ+(P̄ , σ
∗(ω)), ord(P̄ , bE/N∗ , σ∗(ω)) = 〈bE/N∗ , Ā〉 for any E ∈ F(∆)1 − {Γ}

and 〈bE/N∗ , Ā〉 = 0 for any E ∈ F(∆)1 − (F(Θ)1 ∪ {Γ}).
We know that there exists uniquely an element ω̄ ∈ OX,a with σ∗(ω) =

(
∏
E∈F(Θ)1

π∗χ(bE/N∗

∨
∆
)〈bE/N∗ ,A2〉)ω̄. We take the unique element ω̄ ∈ OX,a satis-

fying this equality. We know bΓ/N∗

∨
∆
∈ Γ+(P̄ , ω̄).

Since z̄ = π∗χ(bΓ/N∗

∨
∆
) − cΓ, we know that either ω̄ ∈ O×

X,a, or ω̄ ∈ M(OX,a)

and ∂ω̄/∂z̄ ∈ O×
X,a.

By the reasoning so far we know that the following claim is true: There exists
ū ∈ OX,a, a mapping ā : P̄ − {z̄} → Z0, a finite subset Ω̄ of OX,a and a mapping
b̄ : Ω̄ → Z0 satisfying the following conditions:

(1) σ∗(u(
∏
x∈P−{z} x

a(x))(
∏
ω∈Ω ω

b(ω))) = ū(
∏
x̄∈P̄−{z̄} x̄

ā(x̄))(
∏
ω̄∈Ω̄ ω̄

b̄(ω̄)).

(2) ω̄ is of order one and ∂ω̄/∂z̄ ∈ O×
X,a for any ω̄ ∈ Ω̄.

(3) If ω̄ ∈ Ω̄, ω̄′ ∈ Ω̄, v̄ ∈ O×
X,a and ω̄ = v̄ω̄′, then v̄ = 1 and ω̄ = ω̄′.

(4) ♯Ω̄ ≤ ♯{ω ∈ Ω|z does not divide ω and Λ ∈ Σ̄1
ω}.

We take ū, ā, Ω̄ and b̄ satisfying the above conditions.
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We consider the case inv(P, z, φ) = 0. Recall that ψ ∈ R is a main fac-
tor of (P, z, φ) and φ = u(

∏
x∈P−{z} x

a(x))(
∏
ω∈Ω ω

b(ω))ψ. We have σ∗(φ) =

ū(
∏
x̄∈P̄−{z̄} x̄

ā(x̄))(
∏
ω̄∈Ω̄ ω̄

b̄(ω̄))σ∗(ψ). Since inv(P, z, φ) = 0, ψ ∈ R× and σ∗(ψ) ∈
O×
X,a. We know that ∂ω̄/∂z̄ ∈ O×

X,a for any divisor ω̄ ∈ OX,a of σ∗(φ) of order

one such that any x̄ ∈ P̄ − {z̄} does not divide ω̄, any main factor of σ∗(φ) is an
invertible element of OX,a and inv(P̄ , z̄, σ∗(φ)) = 0.

By our assumption inv2(P, z, φ) = ♯Ω ≥ 2 and z divides φ. It follows that z di-
vides ω for some ω ∈ Ω. Thus, inv2(P̄ , z̄, σ∗(φ)) = ♯Ω̄ ≤ ♯{ω ∈ Ω|z does not divide
ω and Λ ∈ Σ̄1

ω} < ♯Ω = inv2(P, z, φ).
We conclude that Theorem 4.1 holds, if dimΛ = dimΣ− 1 and inv(P, z, φ) = 0.
Below, we assume inv(P, z, φ) > 0. It follows that Sψ has no z-removable faces

from our assumption.
We consider the main factor ψ of (P, z, φ).
φ = u(

∏
x∈P−{z} x

a(x))(
∏
ω∈Ω ω

b(ω))ψ. Let T = Γ+(P, u(
∏
x∈P−{z} x

a(x))

(
∏
ω∈Ω ω

b(ω))). We have S = Sψ + T , Σ = Σψ∩̂Σ(T |V ) and Σ(T |V ) = ∩̂ω∈ΩΣω,
where Σ(T |V ) denotes the normal fan of T . Since Σ is H-simple, it follows that Σψ
and Σ(T |V ) are H-simple and that Σω is H-simple for any ω ∈ Ω. It is easy to see
that any structure constant of Σω is an integer for any ω ∈ Ω, since ∂ω/∂z ∈ R×

for any ω ∈ Ω. We know that any structure constant of Σ(T |V ) is an integer, and
we can apply Theorem 17.3.12.(c) in our situation under consideration.

σ∗(φ) = ū(
∏
x̄∈P̄−{z̄} x̄

ā(x̄))(
∏
ω̄∈Ω̄ ω̄

b̄(ω̄))σ∗(ψ). It follows that any main factor

of (P̄ , z̄, σ∗(ψ)) is a main factor of (P̄ , z̄, σ∗(φ)).
We have two cases.

(1) Λ 6∈ Σ̄1
ψ .

(2) Λ ∈ Σ̄1
ψ .

We consider the first case. Assume Λ 6∈ Σ̄1
ψ. Let Λψ be any element of Σ̄1

ψ.

Since Λ ∈ Σ̄1 ⊃ Σ̄1
ψ and Σ and Σψ are H-simple, we know that Λ◦ ∩ Λ◦

ψ = ∅ and

there exists uniquely Ξ ∈ Σ0
ψ with Λ◦ ⊂ Ξ◦. We take the unique Ξ ∈ Σ0

ψ with
Λ◦ ⊂ Ξ◦. Since µ ∈ Θ◦ ⊂ Λ◦ ⊂ Ξ◦, we can apply the same reasoning as in the case
dimΛ = dimΣ and we know that σ∗(ψ) ∈ OX,a has normal crossings over P̄ and
ord(P̄ , bE/N∗ , σ∗(ψ)) = 0 for any E ∈ F(∆)1 −F(Θ)1.

We consider the second case. Assume Λ ∈ Σ̄1
ψ.

Since Σψ is H-simple, there exist uniquely Ξ1 ∈ Σ0
ψ , Ξ2 ∈ Σ0

ψ such that

Λ = Ξ1 ∩ Ξ2, Λ + (−H) = Ξ1 + (−H) and Λ + H = Ξ2 + H . We take Ξ1 ∈ Σ0
ψ

and Ξ2 ∈ Σ0
ψ satisfying this condition. We take the unique A1 ∈ V(Sψ) with Ξ1 =

∆({A1}, Sψ|V ) and we take the unique A2 ∈ V(Sψ) with Ξ2 = ∆({A2}, Sψ|V ).
〈bH/N∗ , A1 − A2〉 > 0. It follows 〈bΓ/N∗ , A1 − A2〉 > 0, since vect(Λ) + Γ =
vect(Λ)+H and Λ = Ξ1 ∩Ξ2. 〈bE/N∗ , A1〉 = 〈bE/N∗ , A2〉 for any E ∈ F(Θ)1, since
bE/N∗ ∈ E ⊂ Θ ⊂ Λ = Ξ1 ∩ Ξ2 for any E ∈ F(Θ)1. Since {0} 6= Θ ⊂ Λ ∩ ∆,

Γ ⊂ ∆ ∈ Σ∗0, Σ∗ is a subdivision of Σψ and vect(Λ) + Γ = vect(Λ) + H , we
know ∆ ⊂ Ξ2 and 〈bE/N∗ , A1 − A2〉 ≥ 0 for any E ∈ F(∆)1 − F(Θ)1. Note
that {A1, A2} ⊂ V(Sψ) ⊂ stab(Sψ) ∩ N = stab(S) ∩ N and 〈θ, Ai〉 ∈ Z0 for any
θ ∈ |Σ| ∩ N∗ and any i ∈ {1, 2}. Let F = conv({A1, A2}). F ∈ F(Sψ)1. Re-
call µ ∈ Θ◦ ⊂ Λ◦. F = ∆(µ, Sψ|V ) and Λ = ∆(F, Sψ |V ). ord(P̄ , µ, σ∗(ψ)) =
ord(P, µ, ψ) = 〈µ,A1〉 = 〈µ,A2〉. We know that there exists uniquely a map-
ping r : F ∩ N → k with in(P, µ, ψ) = ps(P, F, ψ) =

∑
B∈F∩N r(B)π̂∗χ(B). We
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take the mapping r : F ∩ N → k satisfying this equality. We know r(A1) 6= 0
and r(A2) 6= 0. in(P̄ , µ, σ∗(ψ)) = σ∗(in(P, µ, ψ)) = σ∗(

∑
B∈F∩N r(B)π̂∗χ(B)) =∑

B∈F∩N r(B)π∗χ(B). Now, for any B ∈ F ∩N ,

χ(B) = χ(
∑

E∈F(∆)1

〈bE/N∗ , B〉bE/N∗

∨
∆
) =

∏

E∈F(∆)1

χ(bE/N∗

∨
∆
)〈bE/N∗ ,B〉

=
∏

E∈F(∆)1−F(Θ)1

((χ(bE/N∗

∨
∆
)− cE) + cE)

〈bE/N∗ ,A2〉
∏

E∈F(Θ)1

χ(bE/N∗

∨
∆
)〈bE/N∗ ,A2〉

∏

E∈F(∆)1−F(Θ)1

((χ(bE/N∗

∨
∆
)− cE) + cE)

〈bE/N∗ ,B−A2〉.

Since cE 6= 0 for any E ∈ F(∆)1 − F(Θ)1, Γ ∈ F(∆)1 − F(Θ)1 and P̄ =
{π∗χ(bE/N∗

∨
∆
)−cE|E ∈ F(∆)1−F(Θ)1}∪{π∗χ(bE/N∗

∨
∆
)|E ∈ F(Θ)1} and 〈bΓ/N∗ ,

A1〉 > 〈bΓ/N∗ , A2〉, we know
∑
E∈F(Θ)1

〈bE/N∗ , A1〉bE/N∗

∨
∆
+ 〈bΓ/N∗ , A1〉bΓ/N∗

∨
∆

∈
supp(P̄ , in(P̄ , µ, σ∗(ψ))).

Let Ā =
∑

E∈F(Θ)1
〈bE/N∗ , A1〉bE/N∗

∨
∆

+ 〈bΓ/N∗ , A1〉bΓ/N∗

∨
∆

∈ (∆∨|V ∗) ∩ N .

Ā ∈ supp(P̄ , in(P̄ , µ, σ∗(ψ))) ⊂ supp(P̄ , σ∗(ψ)) ⊂ Γ+(P̄ , σ
∗(ψ)).

0 ≤ ord(P̄ , bE/N∗ , σ∗(ψ)) ≤ 〈bE/N∗ , Ā〉 = 0 for any E ∈ F(∆)1 − (F(Θ)1 ∪{Γ}).
Thus, ord(P̄ , bE/N∗ , σ∗(ψ)) = 〈bE/N∗ , Ā〉 = 0 for any E ∈ F(∆)1 − (F(Θ)1 ∪ {Γ}).

ord(P̄ , bE/N∗ , σ∗(ψ)) = ord(P, bE/N∗ , ψ) = 〈bE/N∗ , A1〉 = 〈bE/N∗ , Ā〉 for any
E ∈ F(Θ)1, since bE/N∗ ∈ E ⊂ Θ ⊂ Λ ⊂ Ξ1 = ∆({A1}, Sψ|V ) for any E ∈ F(Θ)1.

Since ord(P̄ , bE/N∗ , σ∗(ψ)) = 〈bE/N∗ , Ā〉 for any E ∈ F(∆)1 − {Γ}, Ā ∈ Γ+(P̄ ,

σ∗(ψ)) and z̄ = π∗χ(bΓ/N∗

∨
∆
) − cΓ, it follows that Γ+(P̄ , σ

∗(ψ)) is of z̄-Weirstrass

type, and there exists uniquely an element ψ̂ ∈ OX,a with

σ∗(ψ) =
∏

E∈F(∆)1−F(Θ)1

((χ(bE/N∗

∨
∆
)− cE) + cE)

〈bE/N∗ ,A2〉
∏

E∈F(Θ)1

χ(bE/N∗

∨
∆
)〈bE/N∗ ,A2〉ψ̂.

We take the unique ψ̂ ∈ OX,a satisfying this equality. Note that
∏
E∈F(∆)1−F(Θ)1

((

χ(bE/N∗

∨
∆
) − cE) + cE)

〈bE/N∗ ,A2〉 ∈ O×
X,a and ord(P̄ , bE/N∗ ,

∏
E∈F(Θ)1

χ(bE/N∗

∨
∆

)〈bE/N∗ ,A2〉) = 〈bE/N∗ , A2〉 = 〈bE/N∗ , A1〉 = 〈bE/N∗ , Ā〉 for any E ∈ F(Θ)1.

in(P̄ , µ, σ∗(ψ)) =
∏

E∈F(∆)1−F(Θ)1

((χ(bE/N∗

∨
∆
)− cE) + cE)

〈bE/N∗ ,A2〉

∏

E∈F(Θ)1

χ(bE/N∗

∨
∆
)〈bE/N∗ ,A2〉in(P̄ , µ, ψ̂),

in(P̄ , µ, ψ̂) =
∑

B∈F∩N

r(B)
∏

E∈F(∆)1−F(Θ)1

((χ(bE/N∗

∨
∆
)− cE) + cE)

〈bE/N∗ ,B−A2〉.

It follows that Γ+(P̄ , ψ̂) is of z̄-Weierstrass type and 〈bΓ/N∗ , A1 − A2〉bΓ/N∗

∨
∆

∈
Γ+(P̄ , in(P̄ , µ, ψ̂)) ⊂ Γ+(P̄ , ψ̂).

Let h = 〈bΓ/N∗ , A1 −A2〉 ∈ Z+, let

ψ̂0 =
∑

B∈F∩N

r(B)
∏

E∈F(∆)1−(F(Θ)1∪{Γ})

c
〈bE/N∗ ,B−A2〉

E (z̄ + cΓ)
〈bΓ/N∗ ,B−A2〉 ∈ OX,a,

and let δ0 =
∑
E∈F(∆)1−{Γ} bE/N∗ ∈ ∆ ∩N∗.
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h = 〈bΓ/N∗ , A1〉 − 〈bΓ/N∗ , A2〉 = max{〈bΓ/N∗ , c〉|c ∈ F}−min{〈bΓ/N∗ , c〉|c ∈ F}.
ψ̂0 is a polynomial with coefficients in k with variable z̄ of degree h. ψ̂0 =

in(P̄ , δ0, in(P̄ , µ, ψ̂)) = in(P̄ , δ0, ψ̂). 0 ≤ ord(P̂ , bΓ/N∗ , ψ̂) ≤ ord(P̂ , bΓ/N∗ , ψ̂0) ≤
h. {ord(P̂ , bΓ/N∗ , ψ̂0)bΓ/N∗

∨
∆
} is the z̄-top vertex of Γ+(P̄ , ψ̂). height(z̄,Γ+(P̄ ,

σ∗(ψ))) = height(z̄,Γ+(P̄ , ψ̂)) = ord(P̂ , bΓ/N∗ , ψ̂0)−ord(P̂ , bΓ/N∗ , ψ̂) ≤ h. height(z̄,

Γ+(P̄ , σ
∗(ψ))) = h, if and only if, ord(P̂ , bΓ/N∗ , ψ̂) = 0 and ord(P̂ , bΓ/N∗ , ψ̂0) = h.

By Theorem 17.3.12.(b) we know h ≤ height(H,Sψ) = inv(P, z, φ). Let ψ̄ ∈ OX,a

be any main factor of (P̄ , z̄, σ∗(ψ)). ψ̄ is a main factor of (P̄ , z̄, σ∗(φ)). It follows
inv(P̄ , z̄, σ∗(φ)) = height(z̄,Γ+(P̄ , ψ̄)) ≤ height(z̄,Γ+(P̄ , σ

∗(ψ))).
It follows inv(P̄ , z̄, σ∗(φ)) ≤ inv(P, z, φ).
Assume that inv(P̄ , z̄, σ∗(φ)) = inv(P, z, φ). It follows height(z̄,Γ+(P̄ , σ

∗(ψ))) =

ord(P̂ , bΓ/N∗ , ψ̂0) = height(H,Sψ) = h. By Theorem 17.3.12.(c) we know that
c(Sψ) = 2 and any structure constant of Σψ is an integer. Since c(Sψ) = 2,
{A1, A2} ⊂ V(Sψ), 〈fP∨

z , A1 −A2〉 > 0, {A1, A2} = V(Sψ), A1 is the z-top vertex,
and A2 is the z-bottom vertex. Since x does not divide ψ for any x ∈ P , we
know A1 = hfPz , and 〈fP∨

z , A2〉 = 0, height(H,Sψ) = h = 〈bΓ/N∗ , A1 − A2〉.
Since any structure constant of Σψ is an integer, from Lemma 12.2.18.(f) it follows
that A2/h = (A2 − A1)/h + fPz ∈ N ∩ stab(S) ∩ (vect(H)∨|V ∗). Since Sψ is of
H-Weierstrass type and inv(P, z, φ) > 0, A2 6= 0.

Let B = A2/h, let C = (A1 −A2)/h ∈ N and let

c =
∏

E∈F(∆)1−(F(Θ)1∪{Γ})

c
〈bE/N∗ ,C〉

E ∈ k − {0}.

B ∈ N ∩ stab(S)∩ (vect(H)∨|V ∗)−{0}, C = −B+ fPz ∈ N . F ∩N = {A2+ iC|i ∈
{0, 1, . . . , h}}. A1 = A2+hC. 〈fP∨

z , C〉 = 〈bΓ/N∗ , C〉 = 1. A2+iC = (h−i)B+ifPz
for any i ∈ {0, 1, . . . , h}.

ψ̂0 =

h∑

i=0

r(A2 + iC)ci(z̄ + cΓ)
i.

Since ord(P̂ , bΓ/N∗ , ψ̂0) = h, ψ̂0 = r(A1)c
hz̄h.

∑h
i=0 r(A2 + iC)ci(z̄ + cΓ)

i = ψ̂0 =

r(A1)c
hz̄h =

∑h
i=0 r(A1)c

h
(
h
i

)
(−cΓ)h−i(z̄ + cΓ)

i. We know that r(A2 + iC)ci =

r(A1)c
h
(
h
i

)
(−cΓ)h−i and r(A2 + iC) = r(A1)

(
h
i

)
(−ccΓ)h−i for any i ∈ {0, 1, . . . , h}.

Thus,

σ∗(in(P, µ, ψ)) = in(P̄ , µ, σ∗(ψ)) =
∑

B∈F∩N

r(B)π∗χ(B) =

h∑

i=0

r(A2 + iC)π∗χ(A2 + iC) =

h∑

i=0

r(A1)

(
h

i

)
(−ccΓ)h−iπ∗χ((h− i)B + ifPz ) =

r(A1)(

h∑

i=0

(
h

i

)
(−ccΓ)h−iπ∗χ(B)h−i)π∗χ(fPz )i =

σ∗(r(A1)((π̂
∗χ(fPz )− ccΓπ̂

∗χ(B))h) = σ∗(r(A1)(z − ccΓπ̂
∗χ(B))h),

and ps(P,∆(µ, Sψ |V ), ψ) = in(P, µ, ψ) = r(A1)(z − ccΓπ̂
∗χ(B))h. −ccΓπ̂∗χ(B) ∈

M(R′), where R′ denotes the localization of k[P − {z}] by the maximal ideal
k[P − {z}] ∩ M(R) = (P − {z})k[P − {z}]. −ccΓπ̂∗χ(B) 6= 0. We know that
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the face ∆(µ, Sψ|V ) of Sψ is a z-removable face, which contradicts that Sψ has no
z-removable faces.

We conclude inv(P̄ , z̄, σ∗(φ)) < inv(P, z, φ).
We conclude that Theorem 4.1 holds, if dimΛ = dimΣ− 1 and inv(P, s, φ) > 0.
We conclude that Theorem 4.1 holds in all cases.

20. Proof of the submain theorems

We give the proof of our submain theorems Theorem 4.2, Theorem 4.4, Lemma 4.5,
Corollary 4.6 and Corollary 4.7.

Let k be any algebraically closed field, let R be any regular local ring such that R
contains k as a subring, the residue field R/M(R) is isomorphic to k as k-algebras,
R is a localization of a finitely generated k-algebra and dimR ≥ 2, let P be any
parameter system of R, and let z ∈ P be any element.

Let R′ denote the localization of k[P − {z}] by the maximal ideal k[P − {z}] ∩
M(R) = (P − {z})k[P − {z}]. The ring R′ is a regular local subring of R. The set
P − {z} is a parameter system of R′.

We give the proof of Theorem 4.2.
Assume dimR ≥ 2.
Consider any element w ∈ M(Rc) with ∂w/∂z ∈ Rc×. We denote Pw = {w} ∪

(P − {z}). (Lemma 2.1.)
The bijection Pw → P sending w ∈ Pw to z ∈ P and sending any x ∈ Pw−{w} =

P − {z} to x ∈ P − {z} itself induces an isomorphism map(P,R) → map(Pw,R) of
vector spaces over R. By this isomorphism we identify map(P,R) and map(Pw,R).

Consider any element ψ ∈ R such that ψ 6= 0, Γ+(P, ψ) is of z-Weierstrass type
and any x ∈ P − {z} does not divide ψ. We take the unique non-negative integer
h such that {hfPz } is the unique z-top vertex of Γ+(P, ψ).

Recall that Γ+(P, ψ) ⊂ map(P,R) and {fPx |x ∈ P} is an R-basis of the vec-
tor space map(P,R). Let U = {a ∈ map(P,R)|〈fP∨

z , a〉 < h} and V = {a ∈
map(P,R)|〈fP∨

z , a〉 = 0}. We put ρ(a) = (a − 〈fP∨
z , a〉fPz )/(h − 〈fP∨

z , a〉) ∈ V for
any a ∈ U and we define a mapping ρ : U → V .

Note that V is an R-vector subspace of map(P,R) with dim V = dimmap(P,
R) − 1 and the set {fPx |x ∈ P − {z}} is an R-basis of V . Using the isomorphism

map(P − {z},R) → V of vector spaces over R sending f
P−{z}
x ∈ map(P − {z},R)

to fPx ∈ V for any x ∈ P − {z}, we identify map(P − {z},R) and V .
We identify the dual vector space V ∗ of V with the vector subspace {ω̄ ∈

map(P,R)∗|〈ω̄, fPz 〉 = 0} in the dual vector space map(P,R)∗ of map(P,R). Under
this identification (map(P,R0) ∩ V )∨|V = (map(P,R0)

∨|map(P,R)) ∩ V ∗.
1. It follows from Lemma 9.4.2.
2. We take the unique pair of an invertible element ū ∈ Rc×, and a z-Weierstrass
polynomial ψ̄ ∈ Rc over P with ψ = ūψ̄.

Consider any χ ∈ M(R′c). The following lemma holds. See Lemma 9.4 and
Proposition 9.6:

Lemma 20.1. (1) stab(Γ+(Pz+χ, ψ)) = map(P,R0).
(2) Γ+(Pz+χ, ψ) is of (z + χ)-Weierstrass type. The unique (z + χ)-top vertex

of Γ+(Pz+χ, ψ) is equal to {hfPz }.
(3) ρ(Γ+(Pz+χ, ψ) ∩ U) = ∅ ⇔ Γ+(Pz+χ, ψ) ∩ U = ∅ ⇔ ord(Pz+χ, f

P∨
z , ψ) ≥

h⇔ ord(Pz+χ, f
P∨
z , ψ) = h⇔ ψ̄ = (z + χ)h.
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Below, we denote

Γ̄+(Pz+χ, ψ) = ρ(Γ+(Pz+χ, ψ) ∩ U),

and we assume Γ̄+(Pz+χ, ψ) 6= ∅.
(4) Γ̄+(Pz+χ, ψ) = ρ((convcone(Γ+(Pz+χ, ψ) + {−hfPz }) + {hfPz }) ∩ U) and

Γ̄+(Pz+χ, ψ) is a rational convex pseudo polytope over the lattice map(P,Z)∩
V in V with stab(Γ̄+(Pz+χ, ψ)) = map(P,R0) ∩ V .

0 6∈ Γ̄+(Pz+χ, ψ) ⊂ map(P,R0) ∩ V .
(5) Consider any face F of Γ+(Pz+χ, ψ) satisfying hf

P
z ∈ F and F ∩ U 6= ∅.

ρ(F ∩ U) is a face of Γ̄+(Pz+χ, ψ).
dimF ≥ 1 and dim ρ(F ∩ U) = dimF − 1.
If dimF = 1, then stab(F ) = {0}.
Consider any ω ∈ map(P,R0)

∨ with F = ∆(ω,Γ+(Pz+χ, ψ)). If we take
the unique pair of elements ω̄ ∈ map(P,R0)

∨∩V ∗ and t ∈ R0 satisfying ω =
ω̄+tfP∨

z , then ρ(F ∩U) = ∆(ω̄, Γ̄+(Pz+χ, ψ)) and t = ord(ω̄, Γ̄+(Pz+χ, ψ)).
Consider any ω̄ ∈ map(P,R0)

∨∩V ∗ with ρ(F ∩U) = ∆(ω̄, Γ̄+(Pz+χ, ψ)).
If t = ord(ω̄, Γ̄+(Pz+χ, ψ)) ∈ R0, then ω̄ + tfP∨

z ∈ map(P,R0) and F =
∆(ω̄ + tfP∨

z ,Γ+(Pz+χ, ψ)).
(6) The mapping from the set of all faces of Γ+(Pz+χ, ψ) satisfying hfPz ∈ F

and F ∩U 6= ∅ to the set of all faces of Γ̄+(Pz+χ, ψ) sending F to ρ(F ∩U)
is bijective and it preserves the inclusion relation.

(7) Consider any face F of Γ+(Pz+χ, ψ).
F is a (z + χ)-removable face, if and only if, hfPz ∈ F and there exists

χ̄ ∈M(R′c) satisfying ps(Pz+χ, F, ψ̄) = (z + χ+ χ̄)h and χ̄ 6= 0.
(8) Any (z + χ)-removable face F of Γ+(Pz+χ, ψ) satisfies hfPz ∈ F , and F ∩

U ⊃ F ∩ V 6= ∅.
(9) If Γ+(Pz+χ, ψ) has a (z+χ)-removable face, then it has a (z+χ)-removable

face of dimension one.
(10) Assume that Γ+(Pz+χ, ψ) has a (z + χ)-removable face and consider any

(z + χ)-removable face F of dimension one of Γ+(Pz+χ, ψ).
(a) ρ(F ∩ U) is a vertex of Γ̄+(Pz+χ, ψ).
We take the unique point c(F ) ∈ Γ̄+(Pz+χ, ψ) with {c(F )} = ρ(F ∩ U).

(b) {c(F )} is a vertex of Γ̄+(Pz+χ, ψ). c(F ) ∈ map(P,Z0) ∩ V − {0}.
(c) There exists uniquely an element γ(F ) ∈ k−{0} satisfying ps(Pz+χ, F,

ψ̄) = (z + χ+ γ(F )
∏
x∈P−{z} x

〈fP∨

x ,c(F )〉)h.

We take the unique element γ(F ) ∈ k − {0} satisfying ps(Pz+χ, F, ψ̄) =

(z + χ+ γ(F )
∏
x∈P−{z} x

〈fP∨

x ,c(F )〉)h and we denote

χ(F ) = γ(F )
∏

x∈P−{z}

x〈f
P∨

x ,c(F )〉 ∈M(R′c)− {0}, and

δ̄0 =
∑

x∈P−{z}

fP∨
x = b(map(P,R0)∨∩V ∗)/map(P,Z)∗

∈ (map(P,R0)
∨ ∩ V ∗)◦ ∩map(P,Z)∗.

(d) ps(Pz+χ, F, ψ̄) = (z + χ+ χ(F ))h.
(e) c(F ) 6∈ Γ̄+(Pz+χ+χ(F ), ψ) ⊂ Γ̄+(Pz+χ, ψ). Any face Ḡ of Γ̄+(Pz+χ, ψ)

with c(F ) 6∈ Ḡ is a face of Γ̄+(Pz+χ+χ(F ), ψ).
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ord(P − {z}, δ̄0, χ(F )) = 〈δ̄0, c(F )〉. in(P − {z}, δ̄0, χ(F )) = χ(F ).
supp(
P − {z}, χ(F )) = {c(F )}.

Below, we use the above notations Γ̄+(Pz+χ, ψ) = σ(Γ+(Pz+χ, ψ) ∩ U), c(F ) ∈
(map(P,Z0)∩V )−{0}, γ(F ) ∈ k−{0}, χ(F ) ∈M(R′c)−{0} and δ̄0 ∈ (map(P,R0)

∨

∩V ∗)◦∩map(P,Z)∗. For anyw ∈M(Rc) with ∂w/∂z ∈ Rc× we denote Γ̄+(Pw, ψ) =
σ(Γ+(Pw , ψ) ∩ U).

We consider the following algorithm starting from Step 0.
In Step 0 we put χ̄(0) = 0 ∈M(R′c) and proceed to Step 1.
Consider any positive integer i. In Step i, if Γ+(Pz+χ̄(i−1), ψ) has no (z+χ̄(i−1))-

removable faces, then we finish the algorithm. In Step i, if Γ+(Pz+χ̄(i−1), ψ) has
(z+ χ̄(i−1))-removable faces, then we choose any (z+ χ̄(i−1))-removable face F (i)
of dimension one of Γ+(Pz+χ̄(i−1), ψ) satisfying 〈δ̄0, c(F (i))〉 = min{〈δ̄0, c(F )〉|F is
a (z + χ̄(i − 1))-removable face of dimension one of Γ+(Pz+χ̄(i−1), ψ)}, we put
χ̄(i) = χ̄(i − 1) + χ(F (i)) ∈M(R′c) and we proceed to Step i+ 1.

Consider the case where we finish this algorithm in finite steps. Assume that the
algorithm has finished in Step i for some positive integer i. χ̄(i− 1) ∈M(R′c) and
Γ+(Pz+χ̄(i−1), ψ) has no (z+χ̄(i−1))-removable faces. By Lemma 20.1.10.(e) above

we know supp(P − {z}, χ̄(i − 1)) ⊂ {c(F (j))|j ∈ {1, 2, . . . , i − 1}} ⊂ Γ̄+(P, ψ) −
Γ̄+(Pz+χ̄(i−1), ψ). We conclude that there exists χ0 ∈M(R′c) such that Γ+(Pz+χ0

,

ψ) has no (z+χ0)-removable faces and supp(P−{z}, χ0) ⊂ Γ̄+(P, ψ)−Γ̄+(Pz+χ0
, ψ).

Consider the case where this algorithm has infinite steps. By Lemma 20.1.10.(e)
and 10.(b) we know that χ(F (i)) ∈M(R′c), ord(P−{z}, δ̄0, χ(F (i))) = 〈δ̄0, c(F (i))〉,
c(F (i)) ∈ map(P,Z0)∩V −{0}, and χ̄(i) = ∑i

j=1 χ(F (j)) ∈M(R′c) for any i ∈ Z+.

By Lemma 20.1.10.(e) we know that c(F (i)) 6= c(F (j)) for any i ∈ Z+ and any
j ∈ Z+ with i 6= j.

Since {e ∈ map(P,Z0) ∩ V |〈δ̄0, e〉 ≤ m} is a finite set for any m ∈ Z0, we know
that limi→∞〈δ̄0, c(F (i))〉 = ∞ and the sequence χ̄(i), i ∈ Z+ converges. We put
χ0 = limi→∞ χ̄(i) =

∑∞
i=1 χ(F (i)) ∈M(R′c).

By Lemma 20.1.10.(e) we know supp(P − {z}, χ0) ⊂ {c(F (i))|i ∈ Z+} ⊂ Γ̄+(P,
ψ)− (∩i∈Z+

Γ̄+(Pz+χ̄(i), ψ)).
Assume that Γ+(Pz+χ0

, ψ) has (z + χ0)-removable faces. We will deduce a con-
tradiction. Γ̄+(Pz+χ0

, ψ) 6= ∅. Take any (z + χ0)-removable face F of dimen-
sion one of Γ+(Pz+χ0

, ψ). Take any ω̄ ∈ (map(P,R0)
∨ ∩ V ∗)◦ with {c(F )} =

∆(ω̄, Γ̄+(Pz+χ0
, ψ)). Put t = ord(ω̄, Γ̄+(Pz+χ0

, ψ)) ∈ R0 and ω = ω̄ + tfP∨
z ∈

map(P,R0)
∨. We know that F = ∆(ω,Γ+(Pz+χ0

, ψ)), t = 〈ω̄, c(F )〉 and in(Pz+χ0
,

ω, ψ̄) = ps(Pz+χ0
, F, ψ̄) = (z + χ0 + χ(F ))h.

Since ω̄ ∈ (map(P,R0)
∨ ∩ V ∗)◦, {e ∈ map(P,Z0) ∩ V |〈ω̄, e〉 ≤ t} is a finite set.

Take any i ∈ Z+ such that 〈δ̄0, c(F (j))〉 > 〈δ̄0, c(F )〉 and 〈ω̄, c(F (j))〉 > t for any
j ∈ Z+ with j ≥ i.

ord(Pz+χ0
, ω, z+χ0) = 〈ω, fPz 〉 = t. (z+χ0)− (z+ χ̄(i)) =

∑∞
j=i+1 χ(F (j)). For

any j ∈ Z+ with j ≥ i + 1, ord(Pz+χ0
, ω, χ(F (j))) = ord(P − {z}, ω̄, χ(F (j))) =

〈ω̄, c(F (j))〉 > t. Therefore, ord(Pz+χ0
, ω, (z + χ0) − (z + χ̄(i))) = ord(Pz+χ0

, ω,∑∞
j=i+1 χ(F (j))) > t and ord(Pz+χ0

, ω, z+χ0) = ord(Pz+χ0
, ω, z+χ(i)). We know

that ord(Pz+χ0
, ω, ζ) = ord(Pz+χ̄(i), ω, ζ) and λ(in(Pz+χ0

, ω, ζ)) = in(Pz+χ̄(i), ω, ζ)
for any ζ ∈ Rc, where λ : Rc → Rc is the isomorphism of k-algebras satisfying
λ(x) = x for any x ∈ P − {z} and λ(z + χ0) = in(Pz+χ̄(i), ω, z + χ0) = z +
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χ̄(i). Thus, in(Pz+χ̄(i), ω, ψ̄) = (z + χ̄(i) + χ(F ))h, F = hconv({fPz , c(F )}) =
conv(supp(Pz+χ̄(i), in(Pz+χ̄(i), ω, ψ))) = ∆(ω,Γ+(Pz+χ̄(i), ψ)) ∈ F(Γ+(Pz+χ̄(i), ψ))
and F is a (z + χ̄(i))-removable face of dimension one of Γ+(Pz+χ̄(i), ψ). Since

〈δ̄0, c(F (i+1))〉 = min{〈δ̄0, c(F )〉|F is a (z+ χ̄(i))-removable face of dimension one
of Γ+(Pz+χ̄(i), ψ)}, we have 〈δ̄0, c(F (i + 1))〉 ≤ 〈δ̄0, c(F )〉.

Since 〈δ̄0, c(F (i + 1))〉 > 〈δ̄0, c(F )〉, we get a contradiction.
We conclude that Γ+(Pz+χ0

, ψ) has no (z + χ0)-removable faces.
By similar reasoning we know that for any vertex Ḡ of Γ̄+(Pz+χ0

, ψ), there exists
i ∈ Z+ such that Ḡ is a vertex of Γ̄+(Pz+χ̄(j), ψ) for any j ∈ Z+ with j ≥ i and

Ḡ is a vertex of ∩i∈Z+
Γ̄+(Pz+χ̄(i), ψ). Thus, Γ̄+(Pz+χ0

, ψ) = ∩i∈Z+
Γ̄+(Pz+χ̄(i), ψ)

and supp(P − {z}, χ0) ⊂ Γ̄+(P, ψ) − Γ̄+(Pz+χ0
, ψ).

We know that there exists χ0 ∈M(R′c) such that Γ+(Pz+χ0
, ψ) has no (z+χ0)-

removable faces and supp(P − {z}, χ0) ⊂ Γ̄+(P, ψ) − Γ̄+(Pz+χ0
, ψ) in all cases.

We will show the uniqueness of χ0 after the proof of claim 3 and claim 4.

Below, we assume χ0 ∈ M(R′c), Γ+(Pz+χ0
, ψ) has no (z + χ0)-removable faces,

and supp(P − {z}, χ0) ⊂ Γ̄+(P, ψ) − Γ̄+(Pz+χ0
, ψ) and that v ∈ Rc×, µ ∈ M(R′c)

and w = v(z + µ). It follows Γ+(Pw , ψ) = Γ+(Pz+µ, ψ).
3. Consider the case where Γ̄+(Pz+χ0

, ψ) = Γ̄+(Pz+µ, ψ) = ∅. ψ̄ = (z + χ0)
h =

(z + µ)h by Lemma 20.1.3, µ− χ0 = 0 and Γ+(P − {z}, µ− χ0) = ∅. Γ̄+(Pw , ψ) =
Γ̄+(Pz+µ0

, ψ) = ∅ = conv(Γ̄+(Pz+χ0
, ψ) ∪ Γ+(P − {z}, µ− χ0)).

Below, we assume either Γ̄+(Pz+χ0
, ψ) 6= ∅ or Γ̄+(Pz+µ, ψ) 6= ∅.

Consider any ω̄ ∈ map(P,R0)
∨ ∩ V ∗ and put

t = min{ord(ω̄,Γ+(P − {z}, µ− χ0)), ord(ω̄, Γ̄+(Pz+χ0
, ψ)),

ord(ω̄, Γ̄+(Pz+µ, ψ))} ∈ R0,

and put ω = ω̄ + tfPz ∈ map(P,R0).
Assume that t = ord(ω̄,Γ+(P−{z}, µ−χ0)) < min{ord(ω̄, Γ̄+(Pz+χ0

, ψ)), ord(ω̄,
Γ̄+(Pz+µ, ψ))}. We will deduce a contradiction.

It follows ord(Pz+χ0
, ω, ψ̄) = ht, in(Pz+χ0

, ω, ψ̄) = (z + χ0)
h, ord(Pz+µ, ω, ψ̄) =

ht, and in(Pz+µ, ω, ψ̄) = (z + µ)h.
We have t = ord(Pz+χ0

, ω, z+χ0) = ord(Pz+µ, ω, z+µ). On the other hand, t =
ord(ω̄,Γ+(P −{z}, µ−χ0)) = ord(P −{z}, ω̄, χ0−µ) = ord(Pz+χ0

, ω, µ−χ0). Thus
ord(Pz+χ0

, ω, z+µ) = ord(Pz+χ0
, ω, z+χ0+(µ−χ0)) = t and in(Pz+χ0

, ω, z+µ) =
z+χ0+in(P−{z}, ω̄, µ−χ0). Since in(Pz+µ, ω, ψ̄) = (z+µ)h = (z+χ0+(µ−χ0))

h,
we have (z + χ0)

h = in(Pz+χ0
, ω, ψ̄) = (z + χ0 + in(P − {z}, ω̄, µ − χ0))

h, and
in(P − {z}, ω̄, µ − χ0) = 0. On the other hand, R0 ∋ t = ord(P − {z}, ω̄, µ− χ0),
in(P − {z}, ω̄, µ− χ0) 6= 0 and we get a contradiction.

We know t = min{ord(ω̄, Γ̄+(Pz+χ0
, ψ)), ord(ω̄, Γ̄+(Pz+µ, ψ))} ≤ ord(ω̄,

Γ+(P − {z}, µ− χ0)).
Assume that t = ord(ω̄, Γ̄+(Pz+χ0

, ψ)) < ord(ω̄, Γ̄+(Pz+µ, ψ)). We will deduce a
contradiction.

Let G = ∆(ω,Γ+(Pz+χ0
, ψ)). G is a face of Γ+(Pz+χ0

, ψ) which is not (z + χ0)-
removable andG∩U 6= ∅. Sincet t < ord(ω̄, Γ̄+(Pz+µ, ψ)), we have ord(Pz+µ, ω, ψ̄) =
ht, and in(Pz+µ, ω, ψ̄) = (z + µ)h. Note that t ≤ ord(ω̄,Γ+(P − {z}, µ − χ0)) =
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ord(Pz+µ0
, ω, µ− χ0). We put

µ̄ =

{
in(P − {z}, ω̄, µ− χ0) if t = ord(P − {z}, ω̄, µ− χ0),

0 if t 6= ord(P − {z}, ω̄, µ− χ0).
.

µ̄ ∈M(R′c). in(Pz+χ0
, ω, z+µ) = in(Pz+χ0

, ω, z+χ0+(µ−χ0)) = z+χ0+ µ̄. We
have (z + χ0 + µ̄)h = in(Pz+χ0

, ω, ψ̄) = ps(Pz+χ0
, G, ψ̄), µ̄ 6= 0 and it follows that

G is (z + χ0)-removable, which is a contradiction.
We know t = ord(ω̄, Γ̄+(Pz+µ, ψ)) ≤ min{ord(ω̄, Γ̄+(Pz+χ0

, ψ)), ord(ω̄,Γ+(P −
{z}, µ− χ0))}.

Assume that t = ord(ω̄, Γ̄+(Pz+µ, ψ)) < min{ord(ω̄, Γ̄+(Pz+χ0
, ψ)), ord(ω̄,Γ+(

P − {z}, µ− χ0))}.
It follows in(Pz+χ0

, ω, ψ̄) = (z + χ0)
h, in(Pz+µ, ω, ψ̄) 6= (z + µ)h, in(Pz+µ, ω, z +

χ0) = in(Pz+µ, ω, z+ µ− (µ−χ0)) = z + µ, and in(Pz+µ, ω, ψ̄) = (z + µ)h. We get
a contradiction.

We know t = ord(ω̄, Γ̄+(Pz+µ, ψ)) = min{ord(ω̄, Γ̄+(Pz+χ0
, ψ)), ord(ω̄,Γ+(P −

{z}, µ− χ0))}.
Since ω̄ ∈ map(P,R0)

∨ ∩ V ∗ is an arbitrary element, we know Γ̄+(Pw, ψ) =
Γ̄+(Pz+µ, ψ) = conv(Γ̄+(Pz+χ0

, ψ) ∪ Γ+(P − {z}, χ0 − µ)).
We continue our reasoning.
By the above we have t ≤ ord(ω̄,Γ+(P −{z}, µ−χ0) = ord(P −{z}, ω̄, µ−χ0).

Let µ̄ ∈ M(R′c) be the same as above. in(Pz+χ0
, ω, z + µ) = z + χ0 + µ̄. Let

λ : Rc → Rc be the isomorphism of k-algebras such that λ(z +µ) = z+χ0 + µ̄ and
λ(x) = x for any x ∈ P − {z}.

Assume t = ord(ω̄, Γ̄+(Pz+µ, ψ)) = ord(ω̄, Γ̄+(Pz+χ0
, ψ)).

We have λ(ps(Pz+µ,∆(ω,Γ+(Pz+µ, ψ)), ψ)) = λ(in(Pz+µ, ω, ψ)) = in(Pz+χ0
, ω,

ψ) = ps(Pz+χ0
,∆(ω,Γ+(Pz+χ0

, ψ)), ψ). Since the face ∆(ω,Γ+(Pz+χ0
, ψ)) of Γ+(

Pz+χ0
, ψ) is not (z + χ0)-removable, it follows that the face ∆(ω,Γ+(Pz+µ, ψ)) of

Γ+(Pz+µ, ψ) is not (z + µ)-removable.
Assume t = ord(ω̄, Γ̄+(Pz+µ, ψ)) < ord(ω̄, Γ̄+(Pz+χ0

, ψ)).
We have in(Pz+χ0

, ω, ψ̄) = (z+χ0)
h, λ(ps(Pz+µ,∆(ω,Γ+(Pz+µ, ψ)), ψ̄)) = λ(in(

Pz+µ, ω, ψ̄)) = in(Pz+χ0
, ω, ψ̄) = (z + χ0)

h, ps(Pz+µ,∆(ω,Γ+(Pz+µ, ψ)), ψ̄) = (z +
µ − µ̄)h, and µ̄ 6= 0. It follows that the face ∆(ω,Γ+(Pz+µ, ψ)) of Γ+(Pz+µ, ψ) is
(z + µ)-removable.

Since ω̄ ∈ map(P,R0)
∨ ∩ V ∗ is an arbitrary element, we know that for any face

F of Γ+(Pw, ψ) with hfPz ∈ F and F ∩ U 6= ∅, F is w-removable, if and only if,
ρ(F ∩ U) ∩ ρ(Γ+(Pz+χ0

, ψ) ∩ U) = ∅.
4.
(a)⇔(b) It follows from the former half of 3.
(a)⇔(c) I It follows from the latter half of 3.

We show the uniqueness of the element χ0 in 2 here.
Assume that χ0 ∈ M(R′c), Γ+(Pz+χ0

, ψ) has no (z + χ0)-removable faces,
supp(P−{z}, χ0) ⊂ ρ(Γ+(P, ψ)∩U)−ρ(Γ+(Pz+χ0

, ψ)∩U), µ0 ∈M(R′c), Γ+(Pz+µ0
,

ψ) has no (z + µ0)-removable faces and supp(P − {z}, µ0) ⊂ ρ(Γ+(P, ψ) ∩ U) −
ρ(Γ+(Pz+µ0

, ψ) ∩ U).
By 4, (c)⇒(a), we have ρ(Γ+(Pz+χ0

, ψ) ∩ U) = ρ(Γ+(Pz+µ0
, ψ) ∩ U). By 4,

(c)⇒(b), we have supp(P − {z}, µ0 − χ0) ⊂ ρ(Γ+(Pz+χ0
, ψ) ∩ U). By assumption

supp(P − {z}, µ0 − χ0) ⊂ supp(P − {z}, µ0) ∪ supp(P − {z}, χ0) ⊂ ρ(Γ+(P, ψ) ∩
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U) − ρ(Γ+(Pz+χ0
, ψ) ∩ U) = ρ(Γ+(P, ψ) ∩ U) − ρ(Γ+(Pz+µ0

, ψ) ∩ U). We have
supp(P − {z}, µ0 − χ0) = ∅ and χ0 = µ0.
5. By Lemma 20.1.3, ρ(Γ+(Pz+χ0

, ψ) ∩ U) = ∅, if and only if, ψ̄ = (z + χ0)
h.

Assume ψ̄ = (z + χ0)
h. We have ψ = ū(z + χ0)

h and ū ∈ Rc×. Since ψ ∈ R
and R is a UFD, we know by analytic unramifiedness (Matsumura [21], page 236,
THEOREM 70 and page 240, THEOREM 72.) that there exist u ∈ R× and
λ ∈M(R) with ψ = uλh.

Conversely assume that u ∈ R×, λ ∈M(R) and ψ = uλh. If h = 0, then ψ = u ∈
R×, and ρ(Γ+(Pz+χ0

, ψ) ∩ U) = ∅. We assume h > 0 below. We have Γ+(Pz+χ0
,

ψ) = hΓ+(Pz+χ0
, λ). Since Γ+(Pz+χ0

, ψ) is of (z + χ0)-Weierstrass type and
{hfPz } is the unique (z+χ0)-top vertex, we know that Γ+(Pz+χ0

, λ) is of (z+χ0)-
Weierstrass type and {fPz } is the unique (z + χ0)-top vertex. It follows that there
exist v ∈ Rc× and µ ∈ M(R′c) with λ = v(z + χ0 + µ). We take v ∈ Rc×

and µ ∈ M(R′c) with λ = v(z + χ0 + µ). ψ = uvh(z + χ0 + µ)h. If µ 6= 0,
then Γ+(Pz+χ0

, ψ) is (z + χ0)-removable face of Γ+(Pz+χ0
, ψ). Since Γ+(Pz+χ0

, ψ)
has no (z + χ0)-removable faces, we know that µ = 0, ψ = uvh(z + χ0)

h and
ρ(Γ+(Pz+χ0

, ψ) ∩ U) = ∅ by Lemma 20.1.3.
6. We consider the case ρ(Γ+(Pz+χ0

, ψ) ∩ U) = ∅ first. If h = 0, then χ0 = 0 ∈
M(R′h). We assume h > 0 below. By Lemma 20.1.3, we have ψ = ū(z + χ0)

h. By
5, ψ = uλh for some u ∈ R× and some λ ∈M(R). We take u ∈ R× and λ ∈M(R)
with ψ = uλh. Since Rc is a UFD, we know that λ = v(z + χ0) for some v ∈ Rc×.
We take v ∈ Rc× with λ = v(z + χ0). Since λ ∈ R ⊂ Rh, by Henselian Weierstrass
Theorem (Hironaka [17].), we know χ0 ∈M(R′h) and v ∈ Rh×.

We consider the case ρ(Γ+(Pz+χ0
, ψ) ∩ U) 6= ∅.

Consider any χ ∈M(R′h) with supp(P−{z}, χ) ⊂ ρ(Γ+(P, ψ)∩U)−ρ(Γ+(Pz+χ0
,

ψ) ∩ U). By 3, we have ρ(Γ+(P, ψ) ∩ U) ⊃ conv(ρ(Γ+(Pz+χ0
, ψ) ∩ U) ∪ Γ+(P −

{z}, χ− χ0)) = ρ(Γ+(Pz+χ, ψ) ∩ U) ⊃ ρ(Γ+(Pz+χ0
, ψ) ∩ U) 6= ∅ and h > 0.

Consider any F ∈ F(ρ(Γ+(Pz+χ0
, ψ)∩U))1. We take the unique µ̄F ∈ map(P,R0

)∨∩V ∗∩map(P,Z)∗ with F = ∆(µ̄F , ρ(Γ+(Pz+χ0
, ψ)∩U)) andQ0µ̄F∩map(P,Z)∗ =

Z0µ̄F . Let tF = ord(µ̄F , ρ(Γ+(Pz+χ, ψ) ∩ U)) ∈ Q0 and let µF = µ̄F + tF f
P∨
z ∈

map(P,R0)
∨. We have ord(µ̄F , ρ(Γ+(P, ψ) ∩U)) ≤ tF ≤ ord(µ̄F , ρ(Γ+(Pz+χ0

, ψ)∩
U)) ∈ Q0 and ord(µF ,Γ+(Pz+χ, ψ)) = htF .

By 3, we know the following:

(1) If tF = ord(µF , ρ(Γ+(Pz+χ0
, ψ)∩U)), then the face ∆(µF ,Γ+(Pz+χ, ψ)) of

Γ+(Pz+χ, ψ̄) is not (z + χ)-removable.
(2) If tF < ord(µF , ρ(Γ+(Pz+χ0

, ψ)∩U)), then tF ∈ Z0 and the face ∆(µF ,Γ+(
Pz+χ, ψ̄)) of Γ+(Pz+χ, ψ̄) is (z + χ)-removable.

Note that F(ρ(Γ+(Pz+χ0
, ψ) ∩ U))1 is a finite set. Let

mχ = ♯{F ∈ F(ρ(Γ+(Pz+χ0
, ψ) ∩ U))1|tF < ord(µF , ρ(Γ+(Pz+χ0

, ψ) ∩ U))} ∈ Z0.

Consider the casemχ = 0. In this case we have ρ(Γ+(Pz+χ, ψ)∩U) = ρ(Γ+(Pz+χ0
,

ψ) ∩ U). By 4, (a)⇒(c) we know that Γ+(Pz+χ, ψ) has no z-removable faces. By
the uniqueness in 2, we have χ0 = χ ∈M(R′h).

Consider the case mχ > 0. We take any G ∈ F(ρ(Γ+(Pz+χ0
, ψ) ∩ U))1 with

tG < ord(µG, ρ(Γ+(Pz+χ0
, ψ) ∩ U)). tG ∈ Z0 and Ĝ = ∆(µG,Γ+(Pz+χ, ψ̄)) is a

(z + χ)-removable face. We take χ1 ∈ M(R′c) with ps(Pz+χ, Ĝ, ψ̄) = (z + χ1)
h.

Since ūψ̄ = ψ ∈ M(R) ⊂ M(Rh), by Henselian Weierstrass Theorem, we know

ψ̄ ∈ M(Rh) and (z + χ1)
h = ps(Pz+χ, Ĝ, ψ̄) = in(Pz+χ, µG, ψ̄) ∈ M(Rh). By
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analytic unramifiedness we know that (z + χ1)
h = u2λ

h
2 for some u2 ∈ Rh× and

some λ2 ∈ M(Rh). We take u2 ∈ Rh× and λ2 ∈ M(Rh) with (z + χ1)
h = u2λ

h
2 .

Since Rh is a UFD, we know hat λ2 = u3(z+χ1) for some u3 ∈ Rc×. By Henselian
Weierstrass Theorem we know χ1 ∈M(R′h).

supp(P − {z}, χ1 − χ) ⊂ ∆(µ̄G, ρ(Γ+(Pz+χ, ψ) ∩ U)) ⊂ ρ(Γ+(P, ψ) ∩ U) −
ρ(Γ+(Pz+χ0

, ψ)∩U). supp(P−{z}, χ1) ⊂ supp(P−{z}, χ)∪supp(P−{z}, χ1−χ) ⊂
ρ(Γ+(P, ψ) ∩ U)− ρ(Γ+(Pz+χ0

, ψ) ∩ U).
ρ(Γ+(Pz+χ, ψ) ∩ U)−G ⊃ ρ(Γ+(Pz+χ1

, ψ) ∩ U) ⊃ ρ(Γ+(Pz+χ0
, ψ) ∩ U).

tG < ord(µG, ρ(Γ+(Pz+χ1
, ψ)∩U)) ≤ ord(µG, ρ(Γ+(Pz+χ0

, ψ)∩U)). For any F ∈
F(ρ(Γ+(Pz+χ0

, ψ) ∩ U))1 with F 6= G, tF = ord(µF , ρ(Γ+(Pz+χ1
, ψ) ∩U)). There-

fore, if ord(µG, ρ(Γ+(Pz+χ1
, ψ)∩U)) = ord(µG, ρ(Γ+(Pz+χ0

, ψ)∩U)), then mχ1
<

mχ and by induction on mχ we can conclude χ0 ∈M(R′h). If ord(µG, ρ(Γ+(Pz+χ1
,

ψ) ∩ U)) < ord(µG, ρ(Γ+(Pz+χ0
, ψ) ∩ U)), then mχ1

= mχ and by induction
on ord(µG, ρ(Γ+(Pz+χ0

, ψ) ∩ U)) − ord(µG, ρ(Γ+(Pz+χ, ψ) ∩ U)) we can conclude
χ0 ∈M(R′h).

We conclude χ0 ∈M(R′h) in all cases.
7. Assume moreover, that either ρ(Γ+(Pz+χ0

, ψ) ∩ U) has at most one vertex, or
dimR ≤ 3.

We consider the case ρ(Γ+(Pz+χ0
, ψ) ∩ U) = ∅ first. If h = 0, then Γ+(P, ψ) =

map(P,R0) and Γ+(P, ψ) has no z-removable faces. We assume h > 0 below. By
5, we know that ψ = uwh1 for some u ∈ R× and some w1 ∈M(R). We take u ∈ R×

and w1 ∈ M(R) with ψ = uwh1 . By the proof of 5, we know ∂w1/∂z ∈ R×. Since
Γ+(Pw1

, ψ) = Γ+(Pw1
, uwh1 ) = {hfPz }+map(P,R0), we know that Γ+(Pw1

, ψ) has
no w1-removable faces.

We consider the case where ρ(Γ+(Pz+χ0
, ψ) ∩ U) has only one vertex. Since

ρ(Γ+(Pz+χ0
, ψ) ∩ U) 6= ∅, we have h > 0.

Consider any w ∈ M(R) with ∂w/∂z ∈ R×, and consider any x ∈ P − {z}. We
denote

tx = ord(fP∨
x , ρ(Γ+(Pw, ψ) ∩ U)) ∈ Q0, and

mw = ♯{x ∈ P − {z}|tx < ord(fP∨
x , ρ(Γ+(Pz+χ0

, ψ) ∩ U))} ∈ Z0.

We have ord(fP∨
x , ρ(Γ+(P, ψ) ∩ U)) ≤ tx ≤ ord(fP∨

x , ρ(Γ+(Pz+χ0
, ψ) ∩ U)).

Since ρ(Γ+(Pz+χ0
, ψ) ∩ U) has only one vertex, by 4, mw = 0, if and only if,

ρ(Γ+(Pw, ψ) ∩ U) = ρ(Γ+(Pz+χ0
, ψ) ∩ U), if and only if, Γ+(Pw , ψ) has no w-

removable faces.
Consider the case mw > 0. We denote P0 = {x ∈ P − {z}|tx = ord(fP∨

x , ρ(Γ+(
Pz+χ0

, ψ) ∩ U))} and r = ♯P0. P0 6= P − {z}. We take any y ∈ P − ({z} ∪ P0).
We have ty < ord(fP∨

y , ρ(Γ+(Pz+χ0
, ψ) ∩ U)) and ty ∈ Z0. Let µy = fP∨

y +

tyf
P∨
z ∈ map(P,R0)

∨ and let F̂y = ∆(µy,Γ+(Pw, ψ)). F̂y is a w-removable face of

Γ+(Pw, ψ), ρ(F̂y ∩ U) is a face of ρ(Γ+(Pw , ψ) ∩ U), and any vertex of ρ(F̂y ∩ U)

belongs to map(P,Z0) ∩ V . We have ord(fP∨
y , ρ(F̂y ∩ U)) = ty ∈ Z0 and ⌈tx⌉ ≤

ord(fP∨
x , ρ(F̂y ∩ U)) for any x ∈ P0, since tx = ord(fP∨

x , ρ(Γ+(Pw , ψ) ∩ U)) ≤
ord(fP∨

x , ρ(F̂y ∩ U)) ∈ Z0 for any x ∈ P0. We take the unique pair u ∈ Rc×

and λ ∈ M(R′c) such that in(Pw , µy, ψ) = ps(Pw , F̂y, ψ) = u(w + λ)h and λ 6= 0.
ord(P − {z}, fP∨

y , λ) = ty and ord(P − {z}, fP∨
x , λ) ≥ ⌈tx⌉ for any x ∈ P0.
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Let x1, x2, . . . , xr be all the elements in P0. Let m = (
∑r

i=1⌈txi⌉)+ ty ∈ Z0. We
define a mapping E : {1, 2, . . . ,m} → F(map(P,R0)

∨ ∩ V ∗)1 by putting

E(i) =

{
R0f

P∨
xj

if
∑j−1

k=1⌈txk
⌉ < i ≤ ∑j

k=1⌈txk
⌉,

R0f
P∨
y if

∑r
k=1⌈txk

⌉ < i ≤ m,

for any i ∈ {1, 2, . . . ,m}.
We consider the basic subdivision

Ω = Ω(map(P,R)∗,map(P,Z)∗,R0f
P∨
z ,F(map(P,R0)

∨),m,E)

of F(map(P,R0)
∨) associated with the pair (m,E). Ω is an iterated star subdivision

of F(map(P,R0)
∨) and is a flat regular fan over map(P,Z)∗ in map(P,R)∗. |Ω| =

map(P,R0)
∨.

Let X̂ = X(k,map(P,R)∗,map(P,Z)∗,Ω), Ŷ = X(k,map(P,R)∗,map(P,Z)∗,

F(map(P,R0)
∨)), and σ̂ = σ(k,map(P,R)∗,map(P,Z)∗,F(map(P,R0)

∨),Ω) : X̂ →
Ŷ . X̂ is the toric variety over k associated with the regular fan Ω, Ŷ is the toric vari-
ety over k associated with the regular fan F(map(P,R0)

∨), and σ̂ is the subdivision
morphism over k associated with the pair (Ω,F(map(P,R0)

∨).

Ŷ = U(F(map(P,R0)
∨),map(P,R0)

∨) is an affine scheme. The ring of regu-

lar functions OŶ (Ŷ ) = OŶ (U(F(map(P,R0)
∨),map(P,R0)

∨)) over Ŷ is a polyno-

mial ring over k with variables {χ(fPx )|x ∈ P}. By the injective homomorphism

OŶ (Ŷ ) → R of k-algebras sending χ(fPx ) ∈ OŶ (Ŷ ) to x ∈ R for any x ∈ P − {z}
and sending χ(fPz ) ∈ OŶ (Ŷ ) to w ∈ R, we regard OŶ (Ŷ ) as an subring of R.

OŶ (Ŷ ) = k[Pw] ⊂ R. Ŷ = Spec(k[Pw]). The inclusion ring homomorphism

k[Pw] → R induces a morphism π̂ : Spec(R) → Ŷ of schemes over k.

Consider the fiber product scheme X = X̂ ×Ŷ Spec(R) of X̂ and Spec(R)

over Ŷ , the projection π : X → X̂ and the projection σ : X → Spec(R). Let
D = Spec(R/

∏
x∈Pw

xR). D is a normal crossing divisor on Spec(R) and σ is an
admissible composition of m of blowing-ups with center of codimension two over
D.

We take the unique element ∆0 ∈ Ω0 with R0f
P∨
z ⊂ ∆0, the unique closed point

â ∈ X̂ with {â} = V (Ω,∆0) and the unique closed point a ∈ X with π(a) = â.
We consider the homomorphism σ∗ : R → OX,a of local k-algebras induced by σ.
We know P − {z} ⊂ OX,a and σ∗(x) = x for any x ∈ P − {z}. We denote ŵ =

σ∗(w)/((
∏
x∈P0

x⌈tx⌉)yty ) and Pŵ = (P − {z})∪ {ŵ}. We know ŵ ∈M(OX,a) and
Pŵ is a parameter system of OX,a. We consider the homomorphism σ∗ : Rc → Oc

X,a

between the completions induced by σ∗. We denote λ̂ = σ∗(λ)/((
∏
x∈P0

x⌈tx⌉)yty ).

We know λ̂ ∈ Oc
X,a − yOc

X,a, and in(Pŵ, f
Pŵ∨
y , σ∗(ψ)) = σ∗(in(Pw, µy, ψ)) =

σ∗(u)(
∏
x∈P0

xh⌈tx⌉)yhty (ŵ + λ̂)h. Let θ : OX,a → OX,a/yOX,a denote the canon-
ical surjective homomorphism to the residue ring. It induces the homomorphism
θ : Oc

X,a → (OX,a/yOX,a)
c between the completions. We know that there exists

uniquely an element ψ̂ ∈ OX,a with σ∗(ψ) = yhty ψ̂. We take the element ψ̂ ∈ OX,a

with σ∗(ψ) = yhty ψ̂. We know ψ̂ ∈ OX,a − yOX,a and θ(ψ̂) 6= 0. We know that

exists uniquely an element ψ̃ ∈ OX,a/yOX,a with θ(ψ̂) = (
∏
x∈P0

xh⌈tx⌉)ψ̃. We

take the element ψ̃ ∈ OX,a/yOX,a with θ(ψ̂) = (
∏
x∈P0

xh⌈tx⌉)ψ̃. (Note that there

does not exist ψ̂0 ∈ OX,a with ψ̂ = (
∏
x∈P0

xh⌈tx⌉)ψ̂0, if tx 6∈ Z for some x ∈ P0.)
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We know ψ̃ = θσ∗(u)θ(ŵ + λ̂)h. By analytic unramifiednss, we know there exist

ṽ ∈ (OX,a/yOX,a)
× and w̃1 ∈ OX,a/yOX,a with ψ̃ = ṽw̃h1 . We know that there exist

v̂ ∈ O×
X,a and ŵ0 ∈ OX,a with σ∗(ψ) − v̂((

∏
x∈P0

x⌈tx⌉)yty ŵ0)
h ∈ yhty+1OX,a. We

take v̂ ∈ O×
X,a and ŵ0 ∈ OX,a with σ∗(ψ)− v̂((

∏
x∈P0

x⌈tx⌉)yty ŵ0)
h ∈ yhty+1OX,a.

Now, by induction on m, we know that there exists v0 ∈ O×
X,a and w0 ∈ R

with (
∏
x∈P0

x⌈tx⌉)yty ŵ0 = v0σ
∗(w0). We take v0 ∈ O×

X,a and w0 ∈ R with

(
∏
x∈P0

x⌈tx⌉)yty ŵ0 = v0σ
∗(w0). We have σ∗(ψ) − v̂vh0σ

∗(w0)
h ∈ yhty+1OX,a.

Therefore, in(Pw, µy, w0) = u00(w+λ) for some u00 ∈ Rc×, w0 ∈M(R), ∂w0/∂x ∈
R× and ty < ord(fP∨

y , ρ(Γ+(Pw0
, ψ) ∩ U)) ≤ ord(fP∨

y , ρ(Γ+(Pz+χ0
, ψ) ∩ U)).

Since (
∏
x∈P0

x⌈tx⌉)yty ŵ0 = v0σ
∗(w0), if we take u0 ∈ Rc× and λ0 ∈ M(R′c)

with w0 = u0(w + λ0), then ord(P − {z}, fP∨
x , λ0) ≥ ⌈tx⌉ ≥ tx for any x ∈ P0 and

ord(P − {z}, fP∨
y , λ0) = ty. By 3, we have tx = ord(fP∨

x , ρ(Γ+(Pw0
, ψ) ∩ U)) =

ord(fP∨
x , ρ(Γ+(Pz+χ0

, ψ) ∩ U)) for any x ∈ P0.
Consider the case mw0

< mw. By induction on mw, we can conclude that there
exists w1 ∈ M(R) such that ∂w1/∂z ∈ R× and Γ+(Pw1

, ψ) has no w1-removable
faces.

Consider the case mw0
≥ mw. In this case we have mw0

= mw and ord(fP∨
y , ρ(

Γ+(Pw0
, ψ)∩U)) > ord(fP∨

y , ρ(Γ+(Pw, ψ)∩U)). By induction on ⌈ord(fP∨
y , ρ(Γ+(

Pz+χ0
, ψ)∩U))⌉−⌈ord(fP∨

y , ρ(Γ+(Pw, ψ)∩U))⌉, we can conclude that there exists

w1 ∈M(R) such that ∂w1/∂z ∈ R× and Γ+(Pw1
, ψ) has no w1-removable faces.

We conclude that our claim 7 holds, if ρ(Γ+(Pz+χ, ψ)∩U) has at most one vertex.
Note that if dimR = 2, then ρ(Γ+(Pz+χ, ψ) ∩ U) has at most one vertex.
We consider the case dimR = 3 and ρ(Γ+(Pz+χ, ψ) ∩ U) 6= ∅.
We consider F(ρ(Γ+(Pz+χ0

, ψ) ∩ U))1. Since dim ρ(Γ+(Pz+χ0
, ψ) ∩ U) = 2,

we have two of non-compact faces of ρ(Γ+(Pz+χ0
, ψ) ∩ U) of codimension one.

Let F0, F1 ∈ F(ρ(Γ+(Pz+χ0
, ψ) ∩ U))1 be the two non-compact faces. Any F ∈

F(ρ(Γ+(Pz+χ0
, ψ)∩U))1 −{F0, F1} is compact. {stab(F0), stab(F1)} = F(map(P,

R0) ∩ V )1.
Consider any w ∈ M(R) such that ∂w/∂z ∈ R×. Since ρ(Γ+(Pw, ψ) ∩ U) ⊃

ρ(Γ+(Pz+χ, ψ) ∩ U) 6= ∅, we have h > 0.
Consider any F ∈ F(ρ(Γ+(Pz+χ0

, ψ)∩U))1. We take the unique µ̄F ∈ map(P,R0

)∨∩V ∗∩map(P,Z)∗ with F = ∆(µ̄F , ρ(Γ+(Pz+χ0
, ψ)∩U)) andQ0µ̄F∩map(P,Z)∗ =

Z0µ̄F . Let tF = ord(µ̄F , ρ(Γ+(Pw , ψ) ∩ U)) ∈ Q0 and let µF = µ̄F + tF f
P∨
z ∈

map(P,R0)
∨. We have tF ≤ ord(µ̄F , ρ(Γ+(Pz+χ0

, ψ)∩U)) ∈ Q0 and ord(µF ,Γ+(Pw,
ψ)) = htF .

Now, repeating the reasoning in the above case where ρ(Γ+(Pz+χ, ψ) ∩ U) has
only one vertex, we know that there exists w1 ∈ M(R) such that ∂w1/∂z ∈ R×

and Γ+(Pw1
, ψ) has no non-compact w1-removable faces. We take w1 ∈M(R) such

that ∂w1/∂z ∈ R× and Γ+(Pw1
, ψ) has no non-compact w1-removable faces. By

replacing P by Pw1
we can assume tFi = ord(µFi , ρ(Γ+(Pz+χ0

, ψ) ∩ U)) for any
i ∈ {0, 1}. We assume this condition below.

Consider any F ∈ F(ρ(Γ+(Pz+χ0
, ψ)∩U))1 with tF < ord(µ̄F , ρ(Γ+(Pz+χ0

, ψ)∩
U)). We know that F is compact, 0 < tF , the face F̂ = ∆(µF ,Γ+(Pw, ψ)) of

Γ+(Pw, ψ) with ρ(F̂∩U) = F is compact and in(Pw , µF , ψ) ∈ k[Pw] ⊂ R. Since F̂ is
w-removable, by analytic unramifiedness we know that in(Pw, µF , ψ) = uF (w+λF )

h

for some uF ∈ k−{0} and some λF ∈ (P−{z})k[P−{z}]−{0}. Using this fact and
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repeating reasoning in the proof of claim 6, we know that there exists w1 ∈ M(R)
such that ∂w1/∂z ∈ R× and Γ+(Pw1

, ψ) has no w1-removable faces.
We know that Theorem 4.2 holds.
Note here that dimR′ = dimR − 1 < dimR, and any φ′ ∈ R′ with φ′ 6= 0 has

normal crossings over P ′ if dimR = 2. Therefore, we decide that we use induction
on dimR, and we can assume the following claim (∗) whenever dimR ≥ 2.:

(∗) For any φ′ ∈ R′ with φ′ 6= 0, there exists a composition σ′ : X ′ → Spec(R′)
of finite blowing-ups with center in a closed irreducible smooth subscheme
such that the divisor on X ′ defined by the pull-back σ′∗(φ′) ∈ OX′(X ′) of
φ′ by σ′ has normal crossings.

Claim (∗) is true, if dimR ≤ 2.
Let σ′ : X ′ → Spec(R′) be any composition of blowing-ups with center in a closed

irreducible smooth subscheme. The scheme X ′ is smooth. We consider a morphism
Spec(R) → Spec(R′) induced by the inclusion ring homomorphism R′ → R, the
product scheme X = X ′ ×Spec(R′) Spec(R), the projection σ : X → Spec(R), and
the projection π : X → X ′. We know the following (Lemma 3.5.):

(1) The morphism σ is a composition of finite blowing-ups with center in a
closed irreducible smooth subscheme. The scheme X is smooth.

(2) We consider the prime divisor Spec(R/zR) on Spec(R) defined by z ∈ R.
The pull-back σ∗Spec(R/zR) of Spec(R/zR) by σ is a smooth prime divisor
of X , and σ∗Spec(R/zR) ⊃ σ−1(M(R)).

(3) The projection π : X → X ′ induces an isomorphism σ∗Spec(R/zR) → X ′.
(4) For any closed point a ∈ X , any w ∈ M(Rh) with ∂w/∂z ∈ Rh× and any

parameter system Q′ of the local ring OX′,π(a) of X
′ at π(a), σ(a) =M(R)

and {σ∗(w)} ∪ π∗(Q′) is a parameter system of the Henselization Oh
X,a of

the local ring OX,a of X at a with π∗(Q′) ⊂ OX,a, where σ∗ : Rh →
Oh
X,a denotes the homomorphism of local k-algebras induced by σ on the

Henselizations of local rings and π∗ : OX′,π(a) → OX,a ⊂ Oh
X,a denotes the

homomorphism of local k-algebras induced by π.

The lemma below plays the role of a key in our proofs below.
Let X be any finite set. We define a partial order on map(X,R). Let e ∈

map(X,R) and f ∈ map(X,R) be any elements. We denote e ≤ f or f ≥ e,
if e(x) ≤ f(x) for any x ∈ X . Obviously the relation ≤ is a partial order on
map(X,R). We denote e < f or f > e, if e ≤ f and e 6= f .

Lemma 20.2. (Bierstone and Milman [3], p. 25, Lemma 4.7)
Let α ∈ map(P,Z0), β ∈ map(P,Z0) and γ ∈ map(P,Z0) be any mappings from

P to Z0 and let u ∈ Rc×, v ∈ Rc× and w ∈ Rc× be any elements.
If

u
∏

x∈P

xα(x) − v
∏

x∈P

xβ(x) = w
∏

x∈P

xγ(x),

then, either α ≤ β, or, β ≤ α with respect to the partial order ≤ on map(P,R).

We give the proof of Theorem 4.4.
Assume the above (∗) and dimR ≥ 2.
Consider any element φ ∈ R and any w ∈M(Rh) such that φ 6= 0, ∂w/∂z ∈ Rh×,

and Γ+(Pw , φ) is of w-Weierstrass type, where Pw = {w} ∪ (P − {z}). By ψ we
denote a main factor of (Pw , w, φ).
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We take the mapping a : P−{z} → Z0 and h ∈ Z0 such that {∑x∈P−{z} a(x)f
Pw
x +

hfPw
z } is the unique w-top vertex of Γ+(Pw, φ). We take ω ∈ R with φ =∏
x∈P−{z} x

a(x)ω. Γ+(Pw, ω) is of w-Weierstrass type and the unique w-top vertex

of Γ+(Pw, ω) is {hfPw
z }.

By Henselian Weierstrass Theorem (Hironaka [17].), we know that there exist
uniquely u ∈ Rh× and a mapping ω′ : {0, 1, . . . , h − 1} → M(R′h) satisfying

ω = u(wh+
∑h−1
i=0 ω

′(i)wi). We take u ∈ Rh× and a mapping ω′ : {0, 1, . . . , h−1} →
M(R′h) satisfying ω = u(wh +

∑h−1
i=0 ω

′(i)wi).

We denote I = {i ∈ {0, 1, . . . , ĥ − 1}|ω′(i) 6= 0}. I ⊂ {0, 1, . . . , ĥ − 1}. We put
ω′(h) = 1 ∈ R′h.

Note that for any integers j, k, ℓ with 0 ≤ k < ℓ < j, j!/(j − k) ∈ Z+,
j!/(j − ℓ) ∈ Z+ and j!/(j − k) < j!/(j − ℓ).

For any j ∈ I ∪ {h} we denote

K(j) = {(k, ℓ)|k ∈ I, ℓ ∈ I, k < ℓ < j,

ω′(k)j!/(j−k)ω′(j)(j!/(j−ℓ))−(j!/(j−k)) 6= ω′(ℓ)j!/(j−ℓ)} ⊂ I × I.

We put

φ′′ =
∏

x∈P−{z}

x
∏

i∈I

ω′(i)

∏

j∈I∪{h}

∏

(k,ℓ)∈K(j)

(ω′(k)j!/(j−k)ω′(j)(j!/(j−ℓ))−(j!/(j−k)) − ω′(ℓ)j!/(j−ℓ)).

φ′′ ∈M(R′h). φ′′ 6= 0.
By Lemma 2.1.8, we know that there exist φ′ ∈ M(R′) such that φ′R′ =

(φ′′R′h) ∩ R′ and φ′ 6= 0. We take φ′ ∈ M(R′) such that φ′R′ = (φ′′R′h) ∩ R′

and φ′ 6= 0.
By (∗) we know that there exists a composition σ′ : X ′ → Spec(R′) of finite

blowing-ups with center in a closed irreducible smooth subscheme such that the
divisor on X ′ defined by the pull-back σ′∗(φ′) ∈ OX′(X ′) of φ′ by σ′ has normal
crossings. We take a composition σ′ : X ′ → Spec(R′) of finite blowing-ups with
center in a closed irreducible smooth subscheme such that the divisor on X ′ defined
by the pull-back σ′∗(φ′) ∈ OX′(X ′) of φ′ by σ′ has normal crossings.

We consider a morphism Spec(R) → Spec(R′) induced by the inclusion ring
homomorphism R′ → R, the product scheme X = X ′ ×Spec(R′) Spec(R), the pro-
jection σ : X → Spec(R), and the projection π : X → X ′. The structure sheaves
of the schemes X and X ′ are denoted by OX and OX′ respectively.

Consider any closed point a ∈ X with σ(a) = M(R). We have the homomor-
phism σ∗ : R → OX,a of local k-algebras induced by σ from R to the local ring OX,a

of X at a, the homomorphism π∗ : OX′,π(a) → OX,a of local k-algebras induced
by π from the local ring OX′,π(a) of X ′ at π(a) to OX,a and the homomorphism
σ′∗ : R′ → OX′,π(a) of local k-algebras induced by σ′ from R′ to OX′,π(a), and σ

∗ in-

duces a homomorphism σ∗ : Rh → Oh
X,a of local k-algebras from the Henselization

Rh of R to the Henselization Oh
X,a of OX,a.

σ∗ and σ′∗ are injective and we have σ∗(φ) 6= 0 and σ′∗(φ′) 6= 0.
We take any parameter system Q̄ of OX′,π(a) such that σ′∗(φ′) ∈ OX′,π(a) has

normal crossing over Q̄. We denote P̄w = {σ∗(w)} ∪ π∗(Q̄) and by ψ̄ we denote a
main factor of (P̄w , σ

∗(w), σ∗(φ)).
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1. For any x ∈ Pw − {w}, σ′∗(φ′) ∈ σ′∗(x)OX′,π(a) by definition of φ′. Thus,

σ′∗(x) has normal crossing over Q̄ for any x ∈ Pw − {w} = P − {z}.
2. We consider the element σ∗(ω) ∈ OX,a.

σ∗(ω) = σ∗(u)(σ∗(w)h +
h−1∑

i=0

σ∗(ω′(i))σ∗(w)i).

We know that the Newton polyhedron Γ+(P̄w, σ
∗(ω)) is of σ∗(w)-Weierstrass type,

and the unique σ∗(w)-vertex of Γ+(P̄w, σ
∗(ω)) is equal to {hf P̄w

σ∗(w)}.
Consider any i ∈ I.
0 6= σ′∗(ω′(i)) ∈M(Oh

X′,π(a)). Since σ
′∗(φ′) ∈ σ′∗(ω′(i))OX′,π(a) by definition of

φ′, σ′∗(ω′(i)) has normal crossings over P̄w − {σ∗(w)}. We take the unique pair of
an element v̄(i) ∈ (Oh

X′,π(a))
× and a mapping c̄(i) : P̄w − {σ∗(w)} → Z0 satisfying

σ′∗(ω′(i)) = v̄(i)
∏
x̄∈P̄w−{σ∗(w)} x̄

c̄(i)(x̄). We know c̄(i) 6= 0, since σ′∗(ω′(i)) ∈
M(Oh

X′,π(a)).

We put c̄(h) = 0 ∈ map(P̄w − {σ∗(w)},Z0). σ
′∗(ω′(h)) = 1 =∏

x̄∈P̄w−{σ∗(w)} x̄
c̄(h)(x̄).

Assume that a non-negative integer m with m < ♯I and a mapping ν : {0, 1, . . . ,
m} → I ∪ {h} satisfying the following five conditions are given:

(1) ν is injective and it reverses the order.
(2) ν(0) = h.
(3) If m > 0, then for any i ∈ {1, 2, . . . ,m} and for any j ∈ I with ν(i) < j <

ν(i − 1), ((ν(i − 1) − j)/(ν(i − 1) − ν(i)))c̄ν(i) + ((j − ν(i))/(ν(i − 1) −
ν(i)))c̄ν(i − 1) ≤ c̄(j).

(4) If m > 0, then for any i ∈ {1, 2, . . . ,m} and for any j ∈ I with j < ν(i),
((ν(i−1)−j)/(ν(i−1)−ν(i)))c̄ν(i)+((j−ν(i))/(ν(i−1)−ν(i)))c̄ν(i−1) <
c̄(j).

(5) ν(m) 6= min(I ∪ {h}).
Note that if m = 0, then there exists uniquely a mapping ν : {0, 1, . . . ,m} →

I ∪ {h} satisfying four conditions except the last one of the above five. If m = 0,
a mapping ν : {0} = {0, 1, . . . ,m} → I ∪ {h} satisfying ν(0) = h satisfies four
conditions except the last one of the above five. This mapping satisfies the above
five conditions, if and only if, I 6= ∅.

Consider any (k, ℓ) ∈ Kν(m). 0 ≤ k < ℓ < ν(m).
σ′∗(φ′) ∈ σ′∗(ω′(k)ν(m)!/(ν(m)−k)ω′ν(m)(ν(m)!/(ν(m)−ℓ))−(ν(m)!/(ν(m)−k))−

ω′(ℓ)ν(m)!/(ν(m)−ℓ))Oh
X′,π(a) by definition of φ′, and the element σ′∗(

ω′(k)ν(m)!/(ν(m)−k)ω′ν(m)(ν(m)!/(ν(m)−ℓ))−(ν(m)!/(ν(m)−k)) − ω′(ℓ)ν(m)!/(ν(m)−ℓ))
∈ Oh

X′,π(a) has normal crossings over P̄w − {σ∗(w)}. By Lemma 20.2, we know

that either (c̄(k) − c̄ν(m))/(ν(m) − k) ≤ (c̄(ℓ) − c̄ν(m))/(ν(m) − ℓ) or (c̄(ℓ) −
c̄ν(m))/(ν(m) − ℓ) ≤ (c̄(k)− c̄ν(m))/(ν(m) − k) holds.

Consider any (k, ℓ) ∈ I × I such that 0 ≤ k < ℓ < ν(m) and (k, ℓ) 6∈ Kν(m).
We know σ′∗(ω′(k)ν(m)!/(ν(m)−k)ω′ν(m)(ν(m)!/(ν(m)−ℓ))−(ν(m)!/(ν(m)−k))−

ω′(ℓ)ν(m)!/(ν(m)−ℓ)) = 0 and (c̄(k)− c̄ν(m))/(ν(m)−k) = (c̄(ℓ)− c̄ν(m))/(ν(m)−ℓ).
For any (k, ℓ) ∈ I×I with 0 ≤ k < ℓ < ν(m), either (c̄(k)− c̄ν(m))/(ν(m)−k) ≤

(c̄(ℓ)− c̄ν(m))/(ν(m)− ℓ) or (c̄(ℓ)− c̄ν(m))/(ν(m)− ℓ) ≤ (c̄(k)− c̄ν(m))/(ν(m)−k)
holds.
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Note that {(c̄(k)− c̄ν(m))/(ν(m)−k)|k ∈ I, k < ν(m)} 6= ∅ by the last condition
of the above five. We know that the set {(c̄(k)−c̄ν(m))/(ν(m)−k)|k ∈ I, k < ν(m)}
has the minimum element min{(c̄(k) − c̄ν(m))/(ν(m) − k)|k ∈ I, k < ν(m)} with
respect to the partial order ≤.

Putting

ν(m+ 1) = min{j ∈ I|j < ν(m), (c̄(j)− c̄ν(m))/(ν(m) − j) =

min{(c̄(k)− c̄ν(m))/(ν(m) − k)|k ∈ I, k < ν(m)}},

we define an extension ν : {0, 1, . . . ,m+1} → I∪{h} of ν : {0, 1, . . . ,m} → I∪{h}.
ν(m+ 1) < ν(m).

Consider any j ∈ I with ν(m + 1) < j < ν(m). By how to choose ν(m + 1) we
know (c̄ν(m+1)− c̄ν(m))/(ν(m)−ν(m+1)) ≤ (c̄(j)− c̄ν(m))/(ν(m)−j). It follows
((ν(m)−j)/(ν(m)−ν(m+1))c̄ν(m+1)+((j−ν(m+1))/(ν(m)−ν(m+1))c̄ν(m) ≤
c̄(j).

Consider any j ∈ I with j < ν(m + 1). By how to choose ν(m + 1) we know
(c̄ν(m + 1) − c̄ν(m))/(ν(m) − ν(m + 1)) < (c̄(j) − c̄ν(m))/(ν(m) − j). It follows
((ν(m)−j)/(ν(m)−ν(m+1))c̄ν(m+1)+((j−ν(m+1))/(ν(m)−ν(m+1))c̄ν(m) <
c̄(j).

We know that if ν(m+ 1) 6= min(I ∪ {h}), then the extension ν : {0, 1, . . . ,m+
1} → I ∪ {h} satisfies the above five conditions. If ν(m + 1) = min(I ∪ {h}), then
the extension satisfies the four conditions except the last one of the above five.

By induction we know that there exists uniquely a pair of a positive integer m
and a mapping ν : {0, 1, . . . ,m} → I ∪ {h} satisfying the following five conditions:

(1) ν is injective and it reverses the order.
(2) ν(0) = h.
(3) For any i ∈ {1, 2, . . . ,m} and for any j ∈ I with ν(i) < j < ν(i − 1),

((ν(i−1)−j)/(ν(i−1)−ν(i)))c̄ν(i)+((j−ν(i))/(ν(i−1)−ν(i)))c̄ν(i−1) ≤
c̄(j).

(4) For any i ∈ {1, 2, . . . ,m} and for any j ∈ I with j < ν(i), ((ν(i − 1) −
j)/(ν(i − 1)− ν(i)))c̄ν(i) + ((j − ν(i))/(ν(i − 1)− ν(i)))c̄ν(i− 1) < c̄(j).

(5) ν(m) = min(I ∪ {h}).
We take the unique pair of a positive integerm and a mapping ν : {0, 1, . . . ,m} →

I ∪ {h} satisfying the above five conditions.
We know that (c̄ν(i)− c̄ν(i − 1))/(ν(i− 1)− ν(i)) < (c̄ν(i+ 1)− c̄ν(i))/(ν(i)−

ν(i+ 1)) for any i ∈ {1, 2, . . . ,m− 1}, if m ≥ 2.
By Lemma 9.12.15 we know that the Newton polyhedron Γ+(P̄w , σ

∗(ω)) is σ∗(w)-
simple.

By 1, we know that there exists ū ∈ O×
X,a and a mapping ā : P̄w−{σ∗(w)} → Z0

with σ∗(φ) = ū
∏
x̄∈P̄w−{σ∗(w)} x̄

ā(x̄)σ∗(ω). We know that the Newton polyhedron

Γ+(P̄w, σ
∗(φ)) is σ∗(w)-simple.

3. We take v ∈ R×, a mapping a : Pw −{w} → Z0, a finite subset Λ ⊂M(R) and
a mapping b : Λ → Z+ satisfying the following three conditions:

(1) φ = v(
∏
x∈Pw−{w} x

a(x))(
∏
λ∈Λ λ

b(λ))ψ.

(2) ∂λ/∂w ∈ Rh× for any λ ∈ Λ.
(3) If λ ∈ Λ, λ′ ∈ Λ, s ∈ R× and λ = sλ′, then s = 1 and λ = λ′.
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By 1, we know that there exist v̄ ∈ O×
X,a and a mapping ā : P̄w − {σ∗(w)} → Z0

with σ∗(v(
∏
x∈Pw−{w} x

a(x))) = v̄(
∏
x̄∈P̄w−{σ∗(w)} x̄

ā(x̄)). We take v̄ ∈ O×
X,a and a

mapping ā : P̄w − {σ∗(w)} → Z0 satisfying this equality.
We have σ∗(φ) = v̄(

∏
x̄∈P̄w−{σ∗(w)} x̄

ā(x̄))(
∏
λ∈Λ σ

∗(λ)b(λ))σ∗(ψ).

Since ∂σ∗(λ)/∂σ∗(w) = σ∗(∂λ/∂w) ∈ Oh×
X,a for any λ ∈ Λ, we know that the

main factor ψ̄ of (P̄w, σ
∗(w), σ∗(φ)) is a main factor of (P̄w, σ

∗(w), σ∗(ψ)). Thus,
we have inv(P̄w, σ

∗(w), σ∗(φ)) = deg(P̄w, σ
∗(w), ψ̄) ≤ deg(P̄w, σ

∗(w), σ∗(ψ)) =
deg(Pw , w, ψ) = inv(Pw, w, φ).

inv(P̄w, σ
∗(w), σ∗(φ)) = inv(Pw, w, φ), if and only if, σ∗(ψ) = sψ̄ for some s ∈

O×
X,a, if and only if, Γ+(P̄w, σ

∗(ψ)) = Γ+(P̄w, ψ̄).

4. Assume that inv(P̄w, σ
∗(w), σ∗(φ)) = inv(Pw, w, φ) and Γ+(Pw, ψ) has no w-

removable faces.
We have Γ+(P̄w, σ

∗(ψ)) = Γ+(P̄w , ψ̄). Γ+(P̄w, σ
∗(ψ)) has no σ∗(w)-removable

faces, if and only if, Γ+(P̄w, ψ̄) has no σ
∗(w)-removable faces.

We denote h̄ = inv(P̄w, σ
∗(w), σ∗(φ)) ∈ Z0. {h̄f P̄w

σ∗(w)} is the unique σ∗(w)-top

vertex of Γ+(P̄w, σ
∗(ψ)).

Assume moreover, that Γ+(P̄w, σ
∗(ψ)) has a σ∗(w)-removable face. We will

deduce a contradiction.
It follows h̄ > 0. Take any σ∗(w)-removable face F̄ of dimension one of Γ+(P̄w,

σ∗(ψ)). stab(F̄ ) = {0}. ∆◦(F̄ ,Γ+(P̄w, σ
∗(ψ))) ⊂ (map(P̄w,R0)

∨)◦. Take any λ̄ ∈
(map(P̄w,R0)

∨)∩∑x̄∈P̄w−{σ∗(w)} Rf
P̄w∨
x̄ such that λ̄+f P̄w∨

σ∗(w) ∈ ∆◦(F̄ ,Γ+(P̄w , σ
∗(ψ

))). h̄f P̄w

σ∗(w) ∈ F̄ and ord(P̄w, λ̄+ f P̄w∨
σ∗(w), σ

∗(ψ)) = 〈λ̄ + f P̄w∨
σ∗(w), h̄f

P̄w

σ∗(w)〉 = h̄. Take

β̄ ∈ k − {0}, γ̄ ∈ k − {0} and ē ∈ map(P̄w − {σ∗(w)},Z0) satisfying in(P̄w , λ̄ +

f P̄w∨
σ∗(w), σ

∗(ψ)) = ps(P̄w, F, σ
∗(ψ)) = β̄(σ∗(w) + γ̄

∏
x̄∈P̄w−{σ∗(w)} x̄

ē(x̄))h̄ = β̄(z̄h̄ +
∑h̄
i=1

(
h̄
i

)
γ̄i

∏
x̄∈P̄w−{σ∗(w)} x̄

iē(x̄)σ∗(w)h̄−i.

We define an element λ ∈ map(Pw,R0)
∨ ∩ ∑

x∈Pw−{w}Rf
Pw∨
x by putting 〈λ,

fPw
x 〉 = ord(P̄w − {σ∗(w)}, λ̄, σ∗(x)) ∈ R0 for any x ∈ Pw − {w}. λ + fPw∨

w ∈
map(Pw ,R0)

∨. We denote F = ∆(λ + fPw∨
w ,Γ+(Pw , ψ)) ∈ F(Γ+(Pw, ψ)). Since

σ′∗(x) has normal crossing over Q̄ for any x ∈ Pw − {w}, ord(Pw , λ + fPw∨
w , ψ) =

ord(P̄w, λ̄+f
P̄w∨
σ∗(w), σ

∗(ψ)) = h̄ and σ∗(in(Pw, λ+f
Pw∨
w , ψ)) = in(P̄w, λ̄+f

P̄w∨
σ∗(w), σ

∗(ψ

)) = β̄(σ∗(w)h̄ +
∑h̄
i=1

(
h̄
i

)
γ̄i

∏
x̄∈P̄w−{σ∗(w)} x̄

iē(x̄)σ∗(w)h̄−i).

We take u0 ∈ Rc× and a mapping ψ′ : {0, 1, . . . , h̄ − 1} → M(R′c) satisfying

ψ = u0(w
h̄ +

∑h̄−1
i=0 ψ

′(i)wi).
We know that h̄fPw

w ∈ F and ord(Pw − {w}, λ, ψ′(h̄ − i)) ≥ i〈λ̄, ē〉 for any
i ∈ {1, 2, . . . , h̄}. We put

ψ̂(h̄− i) =

{
in(Pw − {w}, λ, ψ′(h̄− i)) if ord(Pw − {w}, λ, ψ′(h̄− i)) = i〈λ̄, ē〉,
0 if ord(Pw − {w}, λ, ψ′(h̄− i)) > i〈λ̄, ē〉.

We have in(Pw , λ + fPw∨
w , ψ) = in(Pw, λ + fPw∨

w , u0)(w
h̄ +

∑h̄
i=1 ψ̂(h̄ − i)wh̄−i)

and σ∗(in(P, λ + fPw∨
w , ψ)) = σ∗(in(P, λ + fPw∨

w , u0))(σ
∗(w)h̄ +

∑h̄
i=1 σ

∗(ψ̂(h̄ −
i))σ∗(w)h̄−i). It follows that

(
h̄
i

)
γ̄i

∏
x̄∈P̄w−{σ∗(w)} x̄

iē(x̄) = σ∗(ψ̂(h̄ − i)) for any

i ∈ {1, 2, . . . , h̄}.
By 1̄ ∈ k we denote the identity element of the field k.
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We consider the case where the characteristic number of the field k is equal to
0. (

h̄
1

)
1̄ = h̄1̄ 6= 0. We put χ̂ = ψ̂(h̄− 1)/(h̄1̄) ∈M(R′c). We have

γ̄
∏
x̄∈P̄w−{σ∗(w)} x̄

ē(x̄) = σ∗(χ̂).

We consider the case where the characteristic number of the field k is positive.
By p we denote the characteristic number of the field k. The integer p is a prime

number. We take the unique pair of δ ∈ Z0 and ĥ ∈ Z+ such that h̄ = pδĥ and

ĥ is not a multiple of p.
(
h̄
pδ

)
1̄ = ĥ1̄ 6= 0. We have (γ̄

∏
x̄∈P̄w−{σ∗(w)} x̄

ē(x̄))p
δ

=

σ∗(ψ̂(h̄− pδ)/(ĥ1̄)) and ψ̂(h̄− pδ)/(ĥ1̄) ∈M(R′c).
For any complete regular local ring A such that A contains k as a subring and the

residue field A/M(A) is isomorphic to k as k-algebras, we denote Ap
δ

= {spδ |s ∈ A}.
Ap

δ

is a local k-subalgebra of A.

(γ̄
∏
x̄∈P̄w−{σ∗(w)} x̄

ē(x̄))p
δ ∈ Oc pδ

X,a . ψ̂(h̄− pδ)/(ĥ1̄) ∈ σ∗−1(Oc pδ

X,a). Now, since σ

is a composition of finite blowing-ups, σ∗−1(Oc pδ

X,a) = Rc p
δ

. We know that there

exists uniquely an element χ̂ ∈ R′c with χ̂p
δ

= ψ̂(h̄ − pδ)/(ĥ1̄). We take the

unique element χ̂ ∈ R′c with χ̂p
δ

= ψ̂(h̄ − pδ)/(ĥ1̄). Since ψ̂(h − pδ)/(ĥ1̄) ∈
M(R′c), we know χ̂ ∈M(R′c). We know (γ̄

∏
x̄∈P̄w−{σ∗(w)} x̄

ē(x̄))p
δ

= σ∗(χ̂p
δ

) and

γ̄
∏
x̄∈P̄w−{σ∗(w)} x̄

ē(x̄) = σ∗(χ̂).

We conclude that there exists χ̂ ∈ M(R′c) satisfying γ̄
∏
x̄∈P̄w−{σ∗(w)}} x̄

ē(x̄) =

σ∗(χ̂) in all cases. We take any χ̂ ∈ M(R′c) satisfying γ̄
∏
x̄∈P̄w−{σ∗(w)} x̄

ē(x̄) =

σ∗(χ̂).

We have σ∗(in(Pw , λ + fP∨
z , ψ)) = in(P̄w , λ̄ + f P̄∨

z̄ , σ∗(ψ)) = (σ∗(w)+

γ̄
∏
x̄∈P̄w−{σ∗(w)} x̄

ē(x̄))h̄ = (σ∗(w) + σ∗(χ̂))h̄ = σ∗((w + χ̂)h̄). Since σ∗ is injec-

tive we have ps(Pw, F, ψ) = in(Pw, λ + fP∨
z , ψ) = (w + χ̂)h̄ and we know that the

face F of Γ+(Pw, ψ) is w-removable.
Since the Newton polyhedron Γ+(Pw, ψ) has no w-removable faces, we obtain a

contradiction.
We conclude that the Newton polyhedron Γ+(P̄w, ψ̄) has no σ∗(w)-removable

faces.
5. Assume that inv(P̄w, σ

∗(w), σ∗(φ)) = inv(Pw, w, φ) and w = z + χ0 where
χ0 ∈M(R′h) is the unique element in Theorem 4.2.2.

Since Γ+(P̄w , σ
∗(φ)) is σ∗(w)-simple by 2 and ψ̄ divides σ∗(φ), Γ+(P̄w , ψ̄) is also

σ∗(w)-simple.
By 4, Γ+(P̄w, ψ̄) has no σ

∗(w)-removable faces, since Γ+(Pw , ψ) = Γ+(Pz+χ0
, ψ)

has no w-removable faces.
We denote h̄ = inv(P̄w, σ

∗(w), σ∗(φ)) ∈ Z0. {h̄f P̄w

σ∗(w)} is the unique σ∗(w)-top

vertex of Γ+(P̄w, ψ̄).

Recall that Γ+(P̄w, ψ̄) ⊂ map(P̄w,R) and {f P̄w
x̄ |x̄ ∈ P̄w} is an R-basis of the

vector space map(P̄w,R). Let U = {a ∈ map(P̄w,R)|〈f P̄w∨
σ∗(w), a〉 < h̄} and V =

{a ∈ map(P̄w,R)|〈f P̄w∨
σ∗(w), a〉 = 0}. We put ρ(a) = (a − 〈f P̄w∨

σ∗(w), a〉f
P̄w

σ∗(w))/(h̄ −
〈f P̄w∨
σ∗(w), a〉) ∈ V for any a ∈ U and we define a mapping ρ : U → V .

Since Γ+(P̄w , ψ̄) is σ
∗(w)-simple, the convex pseudo polytope ρ(Γ+(P̄w, ψ̄) ∩U)

in V has at most one vertex.
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By Theorem 4.2.7, we know that there exists an element w̄ ∈M(OX,a) such that

∂w̄/∂σ∗(w) ∈ Oh×
X,a and if we denote P̄w̄ = {w̄} ∪ π∗(Q̄), then P̄w̄ is a parameter

system of OX,a and Γ+(P̄w̄, ψ̄) has no w̄-removable faces. We take any element
w̄ ∈M(OX,a) satisfying these conditions and we denote P̄w̄ = {w̄}∪π∗(Q̄). We have
inv(P̄w̄ , w̄, σ

∗(φ)) = inv(P̄w, σ
∗(w), σ∗(φ)) = inv(Pw, w, φ) by Lemma 2.2.7.(b).

6. Assume inv(Pw, w, φ) = 0. It follows ψ ∈ R×. By 3, we know inv(P̄w , σ
∗(w),

σ∗(φ)) = 0.
We take v ∈ R×, a mapping a : Pw − {w} → Z0, a finite subset Λ ⊂M(R) and

a mapping b : Λ → Z+ satisfying the following three conditions:

(1) φ = v(
∏
x∈Pw−{w} x

a(x))(
∏
λ∈Λ λ

b(λ)).

(2) ∂λ/∂w ∈ Rh× for any λ ∈ Λ.
(3) If λ ∈ Λ, λ′ ∈ Λ, s ∈ R× and λ = sλ′, then s = 1 and λ = λ′.

By definition ♯Λ = inv2(Pw, w, φ).
By 1, we know that there exist v̄ ∈ O×

X,a and a mapping ā : P̄w −{σ∗(w)} → Z0

with σ∗(v(
∏
x∈Pw−{w} x

a(x))) = v̄(
∏
x̄∈P̄w−{σ∗(w)} x̄

ā(x̄)). We take v̄ ∈ O×
X,a and a

mapping ā : P̄w − {σ∗(w)} → Z0 satisfying this equality.
We have σ∗(φ) = v̄(

∏
x̄∈P̄w−{σ∗(w)} x̄

ā(x̄))(
∏
λ∈Λ σ

∗(λ)b(λ)).

Consider any λ ∈ Λ. ∂σ∗(λ)/σ∗(w) = σ∗(∂λ/∂w) ∈ O×
X,a. By condition 2 above,

we know that there exists uniquely an element vλ ∈ Rc× and µλ ∈ M(R′c) with
λ = vλ(w+ µλ). We take vλ ∈ Rc× and µλ ∈M(R′c) with λ = vλ(w + µλ) for any
λ ∈ Λ.

It follows from condition 3 above that if λ ∈ Λ, λ′ ∈ Λ, and µλ = µλ′ , then
λ = λ′.

Assume that λ ∈ Λ, λ′ ∈ Λ, s̄ ∈ O×
X,a and σ∗(λ) = s̄σ∗(λ′). We have

σ∗(vλ)(σ
∗(w) + σ∗(µλ)) = s̄σ∗(vλ′ )(σ∗(w) + σ∗(µλ′)), σ∗(µλ) ∈ π∗(M(Oc

X′,π(a)))

and σ∗(µλ′) ∈ π∗(M(Oc
X′,π(a))). By Weierstrass’ Preparation Theorem, we have

σ∗(µλ) = σ∗(µλ′). Since σ∗ : Rc → Oc
X,a is injective, we have µλ = µλ′ and λ = λ′.

It follows inv2(P̄w, σ
∗(w), σ∗(φ)) = ♯Λ = inv2(Pw, w, φ).

Obviously, if w divides φ, then σ∗(w) divides σ∗(φ).
We know that Theorem 4.4 holds.
We give the proof of Lemma 4.5.
Consider any φ ∈ R with φ 6= 0. Let h = ord(φ) ∈ Z0.
Let δ0 =

∑
x∈P f

P∨
x ∈ (map(P,R0)

∨)◦ ∩map(P,Z)∗ and let φ̄ = in(P, δ0, φ) ∈
k[P ]. ord(P, δ0, x) = 1 for any x ∈ P . φ̄ is a homogeneous polynomial of degree h.

Since k is an algebraically closed field and k is an infinite field, there exists
a mapping α : P − {z} → k such that θα(φ̄) 6= 0, where θα : k[P ] → k is a
homomorphism of k-algebras such that θα(z) = 1 and θα(x) = α(x) for any x ∈
P − {z}.

We take any mapping α : P − {z} → k such that θα(φ̄) 6= 0 and we put
c = θα(φ̄) ∈ k − {0} and P̄ = {z} ∪ {x − α(x)z|x ∈ P − {z}}. Obviously P̄ is
a parameter system of R containing z. k[P̄ ] = k[P ], θα(z) = 1 and θα(x̄) = 0 for
any x̄ ∈ P̄ − {z}. φ̄− czh ∈ (P̄ − {z})k[P̄ ].

Let δ1 =
∑
x̄∈P̄−{z} f

P̄∨
x̄ ∈ map(P̄ ,R0)

∨ ∩map(P̄ ,Z)∗. ord(P̄ , δ1, x̄) = 1 for any

x̄ ∈ P̄−{z} and ord(P̄ , δ1, z) = 0. We have in(P̄ , δ1, φ̄) = czh and in(P̄ , δ1, φ) = uzh

for some u ∈ Rc× with u− c ∈M(Rc). We know that Γ+(P̄ , φ) is of z-Weierstrass

type, the unique z-top vertex is {hf P̄z } and inv(P̄ , z, φ) ≤ h.
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We conclude that Lemma 4.5 holds.
We give the proof of Corollary 4.6.
Consider a mathematical game with two players A and B. At the start of the

game a pair (R, φ) of any regular local ring R with dimR ≥ 1 such that R contains
k as a subring, the residue field R/M(R) is isomorphic to k as k-algebras and R
is a localization of a finitely generated k-algebra, and any non-zero element φ ∈ R
is given. We play our game repeating the following step. Before the first step we
put (S, ψ) = (R, φ): At the start of each step, player A chooses a composition
σ : X → Spec(S) of finite blowing-ups with center in a closed irreducible smooth
subscheme. Then, player B chooses a closed point a ∈ X with σ(a) = M(S). We
have a morphism σ∗ : S → OX,a of local k-algebras induced by σ. If the element
σ∗(ψ) ∈ OX,a has normal crossings, then the palyer A wins. Otherwise we proceed
to the next step after replacing the pair (S, ψ) by the pair (OX,a, σ

∗(ψ)).
We call the above game the main game. We would like to show that player A

can always win the main game after finite steps. To help consideration, we consider
three of similar games. The first is called the invariant game, the second is called
the simplifying game, and the third is called the removing game. Three have two
players A and B.

At the start of the three games a quadruplet (R,P, z, φ) of any regular local ring
R with dimR ≥ 1 such that R contains k as a subring, the residue field R/M(R)
is isomorphic to k as k-algebras and R is a localization of a finitely generated k-
algebra, a parameter system P of R, an element z ∈ P and any non-zero element
φ ∈ R such that Γ+(P, φ) is of z-Weierstrass type is given. We play our game
repeating the following step. Before the first step we put (S,Q,w, ψ) = (R,P, z, φ):
At the start of each step, player A chooses a composition σ : X → Spec(S) of finite
blowing-ups with center in a closed irreducible smooth subscheme. Then, player B
chooses a closed point a ∈ X with σ(a) =M(S), and successively player A chooses
a parameter system P̄ of the local ring OX,a of X at a and an element z̄ ∈ P̄ . We
have a morphism σ∗ : S → OX,a of local k-algebras induced by σ.

If Γ+(P̄ , σ
∗(ψ)) is not of z̄-Weierstrass type, then player B wins in three games.

In the invariant game, if either inv(P̄ , z̄, σ∗(ψ)) < inv(P, z, φ), or inv(P̄ , z̄, σ∗(ψ
)) = inv(P, z, φ) = 0 and inv2(P̄ , z̄, σ∗(ψ)) < inv2(P, z, φ), then player A wins.

In the simplifying game, if the following three conditions are simultaneously
satisfied, then player A wins:

(1) Either inv(P̄ , z̄, σ∗(ψ)) ≤ inv(P, z, φ), or inv(P̄ , z̄, σ∗(ψ)) = inv(P, z, φ) = 0
and inv2(P̄ , z̄, σ∗(ψ)) ≤ inv2(P, z, φ).

(2) Γ+(P̄ , σ
∗(φ)) is z̄-simple.

(3) The Newton polyhedron Γ+(P̄ , ψ̄) over P̄ of a main factor ψ̄ of (P̄ , z̄, σ∗(ψ))
has no z̄-removable faces.

In the removing game, if the following two conditions are simultaneously satisfied,
then player A wins:

(1) Either inv(P̄ , z̄, σ∗(ψ)) ≤ inv(P, z, φ), or inv(P̄ , z̄, σ∗(ψ)) = inv(P, z, φ) = 0
and inv2(P̄ , z̄, σ∗(ψ)) ≤ inv2(P, z, φ).

(2) The Newton polyhedron Γ+(P̄ , ψ̄) over P̄ of a main factor ψ̄ of (P̄ , z̄, σ∗(ψ))
has no z̄-removable faces.

If neither A nor B can win the game, we proceed to the next step after replacing
the quadruplet (S,Q,w, ψ) by the quadruplet (OX,a, P̄ , z̄, σ

∗(ψ)).
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Consider the following claim (m) corresponding to a positive integer m: If a pair
(R, φ) at the start of the main game satisfies dimR ≤ m, then player A can win
the main game starting from the pair (R, φ) after finite steps.

Consider any pair (R, φ) at the start of the main game.
Assume dimR ≤ 1. Then, dimR = 1 and φ has normal crossings and player A

win the game at the first step. We know that claim (1) holds.
Below, we assume m ≥ 2 and claim (m− 1) holds. We will show that claim (m)

holds.
Assume dimR ≤ m. If dimR ≤ m− 1, then by claim (m − 1) we can conclude

that player A can win the main game starting from the pair (R, φ) after finite steps.
We consider the case dimR = m.
By Lemma 4.5, we know that there exist a parameter system P of R and an

element z ∈ P such that the quadruplet (R,P, z, φ) satisfies conditions at the start
of the invariant game, the simplifying game and the removing game. We take P
and z such that the quadruplet (R,P, z, φ) satisfies conditions at the start of the
invariant game, the simplifying game and the removing game.

Let R′ be the localization of k[P−{z}] by the maximal ideal k[P−{z}]∩M(R) =
(P − {z})k[P − {z}]. dimR′ = dimR− 1 < dimR = m.

By the proof of Theorem 4.4, we know that there exists a non-zero φ′ ∈ R′ such
that if player A can win the main game starting from (R′, φ′), then either player
A can win the removing game starting from (R,P, z, φ), or player A can win the
invariant game starting from (R,P, z, φ). By (m− 1), we know that player A can
win the main game starting from (R′, φ′). We conclude that either player A can
win the removing game starting from (R,P, z, φ), or player A can win the invariant
game starting from (R,P, z, φ).

We consider the case where player A cannot win the invariant game starting
from (R,P, z, φ) so far. Since player A can win the removing game starting from
(R,P, z, φ), we can assume that the Newton polyhedron Γ+(P, ψ) over P of a main
factor ψ of (P, z, φ) has no z-removable faces. We assume this condition. By the
proof of Theorem 4.4, we know that there exists a non-zero φ′′ ∈ R′ such that if
player A can win the main game starting from (R′, φ′′), then either player A can win
the simplifying game starting from (R,P, z, φ), or player A can win the invariant
game starting from (R,P, z, φ). By (m − 1), we know that player A can win the
main game starting from (R′, φ′′). We conclude that either player A can win the
simplifying game starting from (R,P, z, φ), or player A can win the invariant game
starting from (R,P, z, φ).

We consider the case where player A cannot win the invariant game starting
from (R,P, z, φ) so far. Since player A can win the simplifying game starting from
(R,P, z, φ), we can assume that the Newton polyhedron Γ+(P, ψ) over P of a main
factor ψ of (P, z, φ) has no z-removable faces and Γ+(P, φ) is z-simple. We assume
these conditions. By Theorem 4.1, we conclude that player A can win the invariant
game starting from (R,P, z, φ) at the first step.

We know that player A can win the invariant game starting from (R,P, z, φ) in
all cases.

Note that φ has normal crossings, if inv(P, z, φ) = 0 and inv2(P, z, φ) ≤ 1. Thus,
we know that if player A can win the invariant game starting from (R,P, z, φ), then
player A can win the main game starting from (R, φ).



144 TOHSUKE URABE

We conclude that player A can win the main game starting from (R, φ) after
finite steps and claim (m) holds.

By induction, we know that claim (m) holds for any positive integer m. We
conclude that Corollary 4.6 holds.

From Corollary 4.6 and the valuation theory, it follows the following claim. We
do not explain the valuation theory in this article. (Zariski et al. [27]): Given any
field Σ such that Σ contains k as a subfield and Σ is finitely generated over k,
given any projective model X0 of Σ and given any valuation B of dimension zero
of Σ containing k with center a0 on X0, there exists a projective model X of Σ on
which the center of B is at a smooth point a of X such that the inclusion relation
OX,a ⊃ OX0,a0 of local rings holds.

We conclude that Corollary 4.7 holds.
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